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Ben-Adnem picked up a stone from beside the road. "It had writcen

N ~

‘on it, 'Turn me over and read.' So he picked it up and looked at

Ce the other side. And there was writfen, 'Why do vou seek more
\\ . «Kknowledge when you pay no heed to what you know already?'"
N . ’ Shah (1963, p. 110)
3 Y

. ; 4

, _ .
"Science is puilr up with facts, as a house is with stones. But a
€
- . . -

‘

collection of facts is no more a science than a nezp of stcnes is
. >
\ ¢ -

Poincare (in La Science et I'Hvpothese)
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« ‘ ABSTRACT
| : .

. t . . .
Integrative anglysis, or what is coming ta be known as meta-analysis, is

£
the "integrafion of the findimgs of .many empirical research studies of a

topic . For example, it might be undertaken to summarize the findings

B | AN

of fifty experinents on the effects of amphetamines on hyperactive pupils.
Meta- ana]ys1s d1‘fers from traditional narrative forms of research rev1ew1ng
n ehat it 1é more quantwtatjve ancd'statistical. Thus, the methods of

meta-ana]ysis are merely statistjcai methods, suitably-adapted in many

e , .
ipstances, that are applicable to the job of integrgting findings from

~

many stud1ei:

~ meta-analysis involves about a ha1.-dozen steps« 1l>def1n1ng the 4
- v
probzem 2) finding the research studﬂes, 3) coding the study characteristics,
y =

4) measuring th'e stucy findings on a common scale, and 5) dnalyzing the - 1
ecation of ‘1\d1ngs and their relationship to the characteristics. The

thinking anc research reoorted here is recorded in rougn]y the same order.

The report encompasses general background on the approach taken in a meta-

analysis, numerous illustrations of the approach, and the results of some

original researcr on statistical methods used in meta-analysis. The report
can be reacd in at least tiree ways: as a textbook of methods of integrative

analysis, as a record of some new ideas about integrative analysis, or as
) ¥S1s,

.
»

an apologia for meta-analysis. .
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. . PREFACE ,

& o :

This may be precisely the right time to write this book or -

that since

-

precisely.the wrong time. Ihe'readeq ought not to assume
- ‘ .

this book lies before him that we came eventually to believe that the

- ',\‘ . - L)

for we may have persgvered in the face cf ambivalence
24 - .

Or we may have willfully written

§ormer was true.

arid written :in spite. of dur doub:s.

P , . . . . - . .
Y; book xnowing tha: its zime was not-right. Tn fact, ye wrote :his
»

M * . 1 . . / .
book from mecessity. Much of the work on which it is {pased has been
' N

supported for the past two yeaks by a grant from the Naticnal Instituce
- »

of Education. “We are obliged now to file with the Iastitute some

reasonable record of our-€lforts and their fruits.. Propitious or

not, thigfbook will be written-irf this moment and ndt some later one.

The reader who has ever struggled with wrizing a bopk will understand

when we say thnat we now have thdt feeling that if we don't write it
-
Jgow, it will never get wri:tten.

. .

‘Our supject is the methods of integrating empirical research.
- ~ .

The psoblems we address lie at the center of a tiny revolution in the
' A8
way social scientists and researchers attempt to extrac:
. -

from empirical jnquiry and communicate it. The revolurion was spawned
- 4

-

knowled%% AN

by necessity. The findings of emplrical reseavch grew exponentially

in the ﬁidqletfifty years of the 2Cth century. Evidence — even the

“

organized, q‘flyzed and codified evidence of the archival journals --

.

multiplied beyond the ability of the ‘unaided human mind to process it.

7
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In the last ten years, scientists and metnodologists have worried about

the ways of synthesizing and organizing the f£indings of research
into coherent patterns. we worried along with them, and we rhope that
L/ ’

» M

bur efforts helped clarify the problem if not solve small bits of it.
decause of our efforts and our colleagues' efforts and the
- efforts of a few dozen scholars around zhe world who have addressed
3 N N * - ) e

the same protlems, a perscn who srarcs ou: tc review and integrate a

dody cf research literature today has at his disposal some guidelines,

rty

. N \ . ?
examples and tricxs thaf stand a presIv good chance o

b enricnlng nlis
L
- v -

understanding of that literature. The meZhods cf which we spe ak -have

R

& . N . . N s N .
now been applied a few hundred times, perhaps, ancd the experiences
- - - [ 4

) have been reportec as being moderately satisfactory. (They have

hardly escaped all criticism, but then what does”’) In our minds, th:is

-

fr

e . .
counts as a noveful begmaning. But: 1s onlv a beginning - - and
LS -
nereby lie our douots abou: rtizming. A new-field in izs early stages

v

&

-
r

snould not have to contend with the conservative drag of a texthook

. &

must not be a problem”; or "Grinch says :¥at's not so»"). But, then,
s r - ~ y -

. : ~. 4 ,
~how does one weign rhe digadvantages of a premature textbdok against

. . R ) ,
- the disadvantages of no textbook at all” Tha: cuestion was od%s"gﬁc

-

we decided, "Better early than never.' : .

‘ TN .
[ o e
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. CHAPTER ONE ‘

THE PROBLEMS OF RESEALCH REVIEW AND INTEGRATION !

The mathematician David Hilbert once said that the importance
of a scientific work can be meusured by the number of previous pupli-

cations it maxes superfluous to read. There 1s a hint of grouchiness

-
v

and despair in Hilbert's complaint that schelars in al

P

fields

increasingly feel. What is one to make of the cornucopia of research
literature? Can one make anything of it, or does one inevitably founder

in the riches of empirical inquiry and sink to obselesence?

The house of social science research is sadly dilapidated.

.

It is strewn among the scree of a hundred journals and lies @bout in

the unsightly rubble of a million dissertations. Even it if cannot

¢ P . . .. « -
be built into a science, the rubble ought to be sif:ed and culled for

whatever good there is in it. .
»

Maccoby and Jacklin'gs (1974) review of research on the psycho-
A

logy of sex differences encompassed ‘1,600 works published before 1973.
1f one considers the literature on that tcpic sonce 1973 and realizes

that many studies not focused specifically on sex differences may

contain data on the question, then an estimated population of over
5,000 studies can be imagined. Dpzens of eduycational problems could

be named on which the*évailable research literature numbers several

hundred articles: ability gfoup;ng, reading instruction, programmed’

learning, instructional television, integration, etc. When Miller
L . ¥

"
.




i

(see Smith, Glass and Miller, 1980) set out to determine the effects

.

» .
of drug therapy on psychological ai§orders, he found published reports

of clinical experiments in such abundance (numbering literally

thousands of studies) that he was forced to imposa a sampling frame on
- 4

the immense body of literature and take a survey sample of experiments.
Social and behavieral ressgrch is a large and widely scattered enter-

prise. On problems of importance, it produces literally hundreds of
L N

studies in less than five years. The research techniques used, the

measurements taken, the types of person sfudied -- each may vary in

. ' 5 - »
bewildering irregularity from one study to the next even though the -
topic is the same. The research enterprise in education and the social

sciences is a rough-hewn, variegated uncertaking of huge proportions.

Determining what knowledge\¢his enterprise has produced on some gquestion

-

- is, itself, a genuinely important scholarly endeavor.

The style of research integration has been.shaped by the

<

size of the research literature. 1In the 1940's and '50's, a contri-

butor to the Review of Educational Research or Psvchological Bulletin

P
might find one or two dozen studies on a topic. A narrative,
rhetorical incégration‘of so few studies was probabiy satisfactory.
I .

By the late 1960's, the research literature had swollen to gigantic

»
bropo;:ions. Although scholars continued to intégrate studies narra-
tively, it was becoming clear that chronologiéaliy arranged verbal
descriptions of research.failedAto portray the accumdlaged knowledge.
Reviewers gan to make crude classifications and geasurements‘of the
4 '
Q : ! ) ) )
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‘

conditions and results of studies. Typically, studies were classi-

fied in contingency tables by type and by whether outcomes reached

d s

statistical significance. Integrating che resea‘literature of
I : . . . .
the' 1970's demands more sophisticated techniques of measuremen: and
i

- - . . \ - > A
st&t15;1cal Aanalysis. The accumulated findings of dozens or even
‘ 14

P -

nundreds of studies should be regarddd as complex data points, no-

3

a
more comprehensible without.the full use of statistical anal¥sis
1

]

. . . . i hd ’
than hundreds of data points in a sznéle study could be so casyally

i ) - i . .
undergtood. Contemporary research reviewing ought to be undertaken
P t

.in a style that is as-'technical and statiscical as it is narrative

and rhetorical. Toward this end, we spggested a-name ‘to make the
- i A
needed approach distinctive. The desifed Epproach was earlier

referred to as the meta-analvsis of rekearch (Glass, 1976). We

have no stake in the use of this term:! it sounds pretentious, but is

only incidentagly so. It was chosen tph suggest the.analysis of

analyses, i.e., the statistical analysis of the findings of many

individual analyses. The term integr3tiwe analysis. might serve as
. N
well, put meta-analysis ‘has entered cqmmon parlance among some

’

researchers fairly quickly and may be¢ome conventional. Secondary-
i -

analysis is imprecise to the point of|being misleading and shou;d

1

not be used interchangeably with theske terms; it connotes ‘an alto-

‘

gether different activity (Cook, 1974). Where a modification is needed

to distﬂﬂgﬁish the meta-ﬁsalysis of § body of studies from'each of

the studies individually, primary regearch can be used to denote the

‘

latter.

- N H
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" Researchers have apparently thought I:ittle about the methodo- .

"

-

logical and technical problems of research integration. Apight and Smith

(1971), first gave serious attention to these problems, Their paper is a

careful treatment of the inadequacies of simple metho{i\of research

#

N\
integration. Their proposed solution -- the cluster approach —-- is in

the spirit of the solution recémmended here, but it is more conservativej

little headway can be made by pooling the words in the conclusions

of a set of studies. Rather, ﬁrogress will only come when we are able to

[}
pool, in a systematic manner, the original data from the studies."

(Light and Smith, 1971, p. 443.) This assumption and the methods based

on it probablx‘discard far too mény informative studies"gor which the
-4

data are no longer available, though the summary findings remain.

Gregg Jackson (1978), a sociologist, conducted what is perhaps

g

the finest studv yet of the practices and mehods of -research reviewers

and synthesizers in the social sciences. He sampled at random 36
integrative reviews from the leading journals in education, Psychology

> . B
and saciology, The various features of method of each review were coded

-according tp the categori@s of an extensive coding form that Jackson

! Pl

created. His conclusions: N

a) Reviewers frequently fail to examine criticaliy the evidence,
/

methods and conclusions of previous reviews on the same or

\

similar topics. (Although 75 percent of the reviewers cited

previous reviews, only 6 percent examined them critically.)

b) Reviewers often focus their discussion and analysis on only

¢

a part of the full set of studies thev find,‘;nd the subset

»
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‘the full set of studies found.)
&

- . ’ .

examined is seldom a refresentative sample nor 1s it.clear how

it (the.subset) was chosen. (Only 3 percent f the reviewers

. LN -

appeared to have used existppg indexes -- e.g., ERIC -- ih

their search; only 22 percent selected a fair sapple of studieé,

in the judgment of Jackson's coders; and qnly 3 percent gnalyzed
- -

-

c) Reviewets frequeﬁtly use crude and misleading representations
of the findings of the studies. (About 15 percent of the ' ,

reviewers classified studies according to whether their findings

B
o

were "statistically significant," a practice which will be
i . ] \

criticized in Chapter 5; frequently, reviewers Tepgrt test-

statistics (¢, F, etc.) for one or more -studies. ~. . .

d) Reviewers sometimes fail to recognize that random-sampling

error can play a part in creating variable findings among studies.

-~

e) Reviewers frequentiy fail to asses systematically possible
reiationghips between the characgeristics,of the s;udies and

the study findings. (Tewer than‘lO percent of the reviewers
studied whether the findings of the research were mediated by
characteristics og tpT'persohs studied, the study context, the °

nature of the experimental %ptervention or the characteristics

of the research design.) The lack of systematic examination

of these relationships is important gecausg reviewers frefuently

<

eliminate studies. from consjderation because of a priori
- .

sjudgments that their findings are flawed bv one or anotbér study

~

characterisczic. :




- - ~ ‘ . 2 ,
v . R /

)

s ‘ . . . \ * .

£ Rev{ewefs‘usually‘repor; S0 }ittle aboLt their methods%of y

-

. o -reviewing that the veader cannot judge e validity of the . ’
- & . ¢ ') , -~
. » ‘ , ' . ‘ NN
.. . conclusions. )
- A L N 4 , ) ‘ &
P I . . N 3 ! ] ] - -
- 8 ~
4 Jacksdn also survgyed a small group of fewer than a dozen
/ editors of réview jdurnaI® and executives of social science erganizations

s

. - T L . Ce
in an attempt to determine which practices and standards pr%vall in.
. their reviewing and integrating activities. He concluded that this

survey was unproductive, but it was only unprgductive of an arficulated

set of procedures and methods of study rev:iz/;nd integration for the
. simple reason that such apparently do ﬁoq. ist. Jackson's small survey
. . o~ .
revealed clearly that the conception of research review and integration

-

that prevails in the social and behavioral sciences is one in which (//

<& »

the agtivity is viewed as a matter of %iigely Private-judgemeﬁt: o
— : ’

lindividual ¢reativity and personal style. Indeed, it is and ought to«

: .. -be all offfthese to some degreg; but if it is nothing but these, it is

b -
curiously inconsistant with the activity (viz., scientific research)

w

() 1 -
1t purports to illuminate. .

'. ~JACkson‘(1978) went on in Chapter Six of his report to giQe

w 3

N v

a valuable list of guidelinespfor integritive sskiewing that encompass

such aspects of the ‘process as selecting the tooic, sampling studies,
. N !
- : / .
coding the characteristics of studies, analyzing, the data and inter-

- -

preting the results. (Not coincidentally, guideliges for.performing
?
.o~ a primary research study could well be clasgssified under the same

headings.) Jackson devoted Chapter Four, "A New Alternative: Meta-Analysis"

’ o

.~
)]
> - . . . }
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of his report to a description and critique of the approach that is

the subject of €his book. . ~

Under the pressure‘of burgeoning research literatures, old

. . ]
and informal narrative techniques of research review and integration are

breaking down. 'zze fundamental problem is one of the mind's limitations
. N 4

and the magnitude of the task to which it is ‘applied. The reviewer is

x » -

even'2ess able to.absorb the sense of one hundred research studies than
v ”

v is an observer able to scan one hundred test scores and, without
. reliance on statistical methods, absorb the sense of their,size and
spread and correlations. Cooper and Rosenthal (1980) recently conducted
L ]

"~ ' an experiment in integrating research findings that illustrated these

points. -About forty persons (graduate students’'or more experienced) -
were randomly split into two groups. «Subjects in both groups were .g¥en
seven empirical studies on "sex differences in persistence' to review.

Subjects in Group A were told: R Y
"Before drawing any final conclusions about the overall results
of persistence studies, please take a moment to review each
individual study. 1In generating a single conclusién from the
A ';ndependent studies, employ whatever criteria you would use if
2this exercise were being undertaken for a class term paper or
manuscript~§9r publication.” ~

‘ Thus, Group A employed traditional, narrative techniques of
integratiﬁg-the.findings of the seven studies. By contrast, Group B

- was instructed as follows:
*

>
s

"Before drawing any final conclusions about the overall

resulcs of persisténce studies, you areé asked to perform a
simple statistical procedure. The procedure is a way of com—
bining the probabilities of independent studies. The purpose*’u
of the ‘procedure is to generate a single probability level whitch
relates to the likelihood of obtaining a set of studies dis-

' playing the observed results. This probability is interpreted

just like that associated with a t- or F-statistic. For

11




P \

. f/f;xample, assume the procedure produces a probabilitv of .04.
This would mean thete are 4 chances in 100 that a’ set of
. . studies showing these results were produced by chance. The
. . procedure is salled the Unweighted Stodffer method, and

requires that*you do the following:

19 Transfer the probablliules recorded earlier from each ?tudy
to Column 1 of the Summary Sheet. [A summary sheet gas provided
. each subject. The sheet contained the titles of the seven
. articles and columms for performing each step in the procedure.] -

2) Since we are tesging the hypothesis that females are \\

more persistent thaAFmales, divide gach probability in half

& (a probability of 1 becomes .3). IZ a 'study found men more
persistent, attach a minus sign to it's probability.. Place =

—_— these numbers in Column 2. [It had been determined before N

. - hand ‘that only two-tailed probabilities were reported.]

3% "Use the Normal Deviations Table provided below and trans-
form each probability in Column 2 into its associated Z-
score. Place these values (with sign) in Columt 3. If the
probability is .5, the associated Z-score is zero (0).

. 4) Add the Z-scores,in Column 3, keeping track of algebrai&d
sign. Place this value at the bottom of Column 3. ) "
i 5) Divide this number by the square root ¢f the number of
studies invelved. 1In this case, because N - 7, this number .
» > 1s 2.65. Thus, divide the sum of the Z-scores by 2.65.

Place this number in the spdce below. .0

. Z-SCORE FOR REVIEW

i

|
6) Return to the Normal Devidtions Table and identify ‘the’
probability value associated with the Z-score for review.
Place this number ip the space below. -

P-VALUE FOR REVIEW ) v .
. This probability tells how likely it is tnat a set of studies
with these results could have been produced if there really

. were no relation between gender and persistence. The smaller
the probability, the more likely it is that females and males
differ in persistence, ", based on these studies." (cf. 1980, p. 445.)

Subjects in both Grod!g A and B rated their opinion of the

strength of support for a conclusion of a relationship between sex

/
I

and persistence in the seven studies. In fact, the combined results

from the seven studies supported rejection of the null hypothesis of

- -~

. . 10

El{llC : : - 1)
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no difference at Sevond the .02 lavel. The following frequencies’

were obtained:

B
~ Group A ' Group. B
- Traditional Methods Statistical Methods
of Review . ) of Review
. . Opinion .
> (Is the'rg a " No. % No. %
relatiogship?)
Definitely No 3 147 , \ 1 5%
Probably Yo 13 59 | ‘ 5 26
Impossible to % 23 } 8 42
Say '
: Probably Yes - 1 5 . 5 26 o~
Jefinitely Yes O 0 0 0
- 100% L 100% ‘

4 ’1‘0

” The results are remarkable. Nearly 75 percent of the reviewers

who relied on traditional narrative methods com¢luded that sex and

persistence were not related; the comparable figure among the group

using statistical methods of review was 31l percent —- rather strikingly’ .

’»5
R different concluqﬁonr for equivalent groups trying to integrate only
2 = P
: seven gtudies. e
[ “ - .
- issue of nearly equal importance concerns the magnitude of

&

the relationship that the seven studies revealed. A%fin the reviewers

. . - .

in both groups were asked-to rat‘ltheir perception of the strength of
. -1 .

» /
// the relationship.

1




~ . R

C © Geoup & ' Group B "
) Traditional Methods - Statistical Methods .
of Review . of Review . _—
Opinion " No. 7 “No. /% -

. -

(How large is ;hef
, sex difference %h "

pérsistence?)’ " . B ’ .
None at all . 4 ez 2 112
Very small \ 12 55 6 32 _
) Small \4 .18 6 .32
Moderate - 2 . 9 4 21
‘ ” 1007 T 1007

. .
¢
The above data repeat the general findings apparaent in the

prev&ods table: pefsons using the two different methods of research,

integration formed quite different impressions about what the studies

/

indicated. Cooper and Rosenthal examined these processes on a small

collection of studies; the eatire ser of seven, studies ogcupied a
A - . - \ I3 1

total of fewer than fifty journal pages. One cah imagine how much

) . -

more proneg;ded would be the difference between these two approaches
B ‘ .

with bodies of literature typical of the size of literatures that
are increasingly being addressed with meta-analytic :echniqdes.
This difference will become more apparent to the reader who mends

his way through the camplex‘exampl:s of research integration in the

remainder of! this book.

Consider another example of tHe contrasting econclusions arrived

i

_ - . at through contrasting methods of review JLd integrati®n. 1In a review
of eiperiments on the effects of teachers' use of ﬁigher cognitive
R " - >
17 :
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)

Pl

Juestions oa students' chievement, Winne (1979) conciudef rtna: the
" £

“ra

former had no beneficial impactt on the 'latzer. A mgta-analysis

+

r‘ . 4 . ) o - - . -h
of virtually the same studies by RedfleLa and Rosseau (1980) revealecd

th&t on the average, students given higher cognitive level questions

scorec one-nalf standard deviation higher on achievemen: tests.
t

ané narrative techniques of review.and integration

.q
Thus, informa

.

discrecd:ited a finding tha: quantitazive methods of integration showed

) [

N

to be consistent and large.
Tallve researcn reviews olten mare nc atiempt at rigorous
— ; . . . c . : pod

cesinition anc standardization of techniques for treazing studies.

- ~

ferce, Iimpressions are subjec: to pre
-

©
n.
}a
0
1]
[
o
29
»n
ct
m
"
m
0
(8]
g
a8
.
3
oQ
(nJ
o
m

.

degree that would be unforg:iable in primary resear izself. Consider

an.ibstance encountered by Miller (1977) in his meta-analysis of

experiments on the psychological benefits of drug therapy. At one
peint, attention focused on Bhe guestion whether the combination of

verbdl psvchotherapy and drug therapy was superior to the drug therapy

alone. Three different traditional reviews completed within about

five years of each other and based on largely the same, literature

“ > o .
arrived at the following conclusions: ,"f;
"The advantage for combined treatftent is striking. . .
a combination of ‘treatments may represent more .than an additive
effect of two treatments -- a 'getting moré for one's money' —
theTe may also be some mutually facilitative interaction benefits
for the combined treatments.” (Luborsky, et.al., 1975, p. 1004).
". . . There is little difference between psychotherapy plus
drug .and, drug therapy alone for hospitalized psychotic patients
(but not for neurotic out-patients). The combination is, however,
quite clearly superior to pschafherapy alone." (Xay, 1971, p. 513).

.
Cwp sy,

=
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(‘NW&mn'all is said and done, the existing studies bv no
means permit Iirm conclusions as :o the nature of the interattion
between combined pgychozherapy and medication. {Unlennuth,
Lipmen, & Covi, 1969, p. 611).

‘The disparity among these reé‘!wers is not limited to their -
conclusion$ but extends even to their classification of individual
et
experiments. XMiller (1977) found five reviews (the three quoted above
anc two others) addressed specifically to the "psychotherapy -
pius - drug" versus "drug therapv" isswe. In Table I~ 1, the ,
- reviews, the s:tudier reviewecd and how tnev were classjfied are
L] - . - . . - . + ( b
repcrtec. lotice, for example, that Luborsky ez. al., (1975)
classified the Gorham study, the Cowden study and the King study

nding chat

'drug - plus - psychotherapy' was superior to
"drug therapy" alone, whereas both Uelenhuth (1969) and May (1971)

in their reviews classified the same studies as showing no difference

or a difference in the reverse order. . -
. v .
Obvioufly, different reviewers sometimes see things differencly.
N N _ -— -
. N

&

The only way to force all Yeviewers.to see the same thing i{s to.

x

: , demand a standardization of definitio and techniques of resear®n -

.

- - incegration. Wwe don't suggest such; Mndeed, it would be ill-advised, \
since the little "reliagbility" that would be gained would probably

be more than off-sec by fhe creativity that.would be staunched by

’ . 8 ! '
- uniformity. L
. _ /’ It is not uniformity in research reviewing and integratiny that . .
- ;
is desirable, rﬁfﬁer it is clarity, explicitness and openness --
' those properties that are’characteristic of the scientific method more
. ) . - \
generally and which i™part to inguiry its "objectivity' and trustc-
, N
: o S
v worthiness.
L} o
» - - .
\j' . ’ ]4 . 4 v
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;’ Reviewer . " D+ Py DD +P orp+p=0p
- Group foy ¢ i King (58) May (64)
i

Stmmary of T2

-

Rlus Psychotherapy with Drug Therapy

Table 1.ZX

PN

4

ndings of Five Reviews Comparing Drug

Advancemen: of
Psychiacry
L)
(73)

Zvangelikas (61)
Klerman (74)

Honigfeld (64)

Cowden (55,56)

Gilligan (45)

*
tvangelikas {61)

Cowden (56)

i
j King (58) Cowden (56ﬂ!;7)
. I Evaggelikas (61) ‘King (63)
Uhlenhuth (69) . Honigfeld (54)
‘ Gorhan (64)
’ // May (64)
|—

4
.

1Luborsky (75)

Gorham (64)

Ilogarty (73) _
¢

*Cowden (562

King\ (63) .
Luborsky (54)
Klerman (74)

-~

‘King (60)

May (63)

Pascal (56)
Evaﬁgelikas (61)
Kroeger (67)

‘ Gorham (64)

King (63, 58)
Gorham (64)
Cowden (56)
May (64)

Evangelikas (61) °

Lorr (62)

&
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‘ It is often said of experimentglwresearch tha:z is must be

teplicable to be scientific. Surely‘the\srue test of whether a

finding is replicable.is to repkicate it; but as is observed ad naseum,

¥

studxs never actually are replicated. Hence, the sciehtific acrtitude
. 4
in research can not truly depend on replicability. 1Indeed, if one
! -,
inquires more deeply into the question,one discovers that it is not .

replicabilif& that is desirable in a.stilentific study, but the

Y .
description of a studv so that iz could in thesrv be replicated, i.e.,

so that ir one desired he could perform the same steps that led to
the prior observations. Hence, to report a study so that it is

"replicable” meanb o report it with such clarity anc explicisness
#-hat a second investigator could follow the idencical steps to the

identical conclusion. Thereby, science is guaranteed to be '"inter-

1

subjeciiwe” rather than an endeavor subject to the whims and

. \

idipsyncracies of individual researchers. These values and standards

are ingrained in the contegporary scientist's training; but too often
.~ - & ‘ "

ne forgets his responsibility to the scientific method when he changes

{ contex:Z silightly and seeks to integrate n$merous empirical studies

instead of perform & single primary study. Thus do reviews become

i{diosyncratic, authoritarian, subjective -- all those things that

cut against the scientific grain.

. The important poin: about the example in Table 1.1 is not

. A

that Uhlenhbith, Luborsky and May disagreed, but that they did not

approach the problem of research integration with methods so explicic,

t 16
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any outsice party could

.

unamdiguous and operationally identified that

exanine the same evidence and come to the same conclusion. By contrast,
A

Miller (1577) approached the same research integration problem (viz.,

. '

"drug - plus - psychotherapy” vs. "drug therapy') with an attitude
a researcher coilecting and analyzing primary data:

conceptsmust be defined and measurec, measurements muSt be checked

-

for reliability, evidence must not be excluded on arbitrary or ad hoc

grounds, multiple observations inform on residual error, statistical
»
methocs are an important adiun

T to raw perception. He found that

0

K

'

the combined effect of drug and psychotherapy was approximately three-
Al

-stancard deviaticns {on putcome measures of psvchological well-

greater than the i1solated effect cof drug therapy (see Ghapter 8

.

in Smith, Glass and Miller, '1980).

1

D
L)

‘\/

o —




CHAPTER TWO \

-

META-ANALYSIS OF RESEARCH

| 3

Primary analysis is the original analysis of data in a research

.

study. It is what one typically imagines as the application of

statistical methods. S

Secondarv analvsis is the re-analysis of data for the purpose

of answering the original research question with better statistical

{
tecnniques, or answering new quesfions with old data. Secondary
AN
analysis is an important feature of the research and evaluation enter-
3 P

‘prise. Tom Cook (1974) at Northwestern University has wristen about

T

its purposes and methods. Some of, our best methodologists have pursued
secondary analyses in such grand style that its iﬁportance has eclipsed

that of the primary analysis.

But our topic is what we have come to call =-- not for want of ’

a less imposing name -- meta-analysis of research. In %;‘F, one of
us defined it thus: 7 , .

"Meta-analysis refers to the analysis of analyses.
I use it to refer to the statistical analysis of a large
collection of analysis results from individual studies for
the purpose of integrating the findings. It connotes a
rigorous aiternative to the casual, narrative discussions
of research studies which typify our attempts fo make sense of -
the rapidly expanding reseaﬁch literature." (Glass, 1976, p. 3).

And again, two years later:
"The accumulated findigof dozens or even hundreds-
of studies should be regarded as complex data points, no
more comprehensible without the full use of statistical
analysis than hundreds of data points in a single study could

o
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oe so casually understood. Contemporary research reviewing
.ought to be undertaken in a style more technical and statis-
tical than narrative and rhetorical. Toward this end, I

have suggested a name to make the needed approach distinctive;
I referred to this approach as the meta-analvsis of research
(Glass, 1976). I have no stake in the use of this term; it
sounds pretentious, but is only incidentally so, It was c¢chosen
to suggest the analysis of analyses, i.e., the statistical
analysis of the findings of many individual analyses."

(Glass, 1978, p. 352).

And two years later still:

"The approacl/to research integration referred to
. as 'meta-analysis' is/nothing more than the attitude of
a,data analysis applied to quantitative summaries of individual
experlmencs 3y -giQES}Q% tne p*gggr:;es of studies and
§;Ea SanaT¥s4s 82 research invites one who would integrate
numerous and diverse findings to apply the full power of
statistical methods to the task. Thus it is not a technique;
rather it 1s a perspective that udes many techniques of

measurement and statistical analysis." (Glass, 1980, p. 2).

The essential character of meta-analysis is that it is the
. / '
statistical analysis of the summary fﬁpdings of many empirical studies.

Mera-Analvsis Is Quanti-ative

Meta-analysis is quantitative. It is undeniably quantitative;

and by and large it uses numbers and statistical methods in a practical

way, namely, for organizing and extracting information from large masses

of data that are nearly incomprehensible by other means. Numerosity
.

creates many of the problems of research synthesis; naturalily, numerical

methods are employed in -their solution.

/ —~
Meta-Analysis Does Not Prejudge Research rindings in Terms of Research
[

» Qualicy

-

The findings of studies are not judged a priori or by arbitrary

and non-empirical criteria of research quality. 1In this respect,

meta-analysis differs greatly from other approaches to reseagch
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integration. Typical narrative reviews attempt to deal with multi-

F3

plicizy by‘'arbitrary exclusion. The dissertation literature is
excluded because it may be believed that any worthwhile study would
have been published. Huge numbers of studies are excluded on methodo-

logical grounds: poor design, bad measurement, badly implemented

treatment, and the like. Yet, evidence is never given to support

these arbitrary exclusions.
. i

An important part.of every meta-analysis with which we have

been associated has been the recording of methodological weaknesses

1

in the original studies and the examination of their relationship to
study findings. Thus, the influence of study quality on findings

has been regarded as an empirical a posteriori question, not an

a priori matter of opinion or judgment used to exclude large numbers

’
.

of studies from consideration.

Meta-Analysis Seeks General Conclusions

The most common criticism of meta-analysis is that it is

illogical because it mixes findings from studies that are not the same;
*

it mixes apples and oranges. Implicit in this concern is the belief

that only studies that arek?ﬁe~same in certain respects can be aggregated.

The claim that only studies which are the same in all respects can

be compared is self-contradictory; there is no need to compare them

’

‘since they would obviously have the same findings within statistical
error. The only studies which need to be synthesized or integrated are

different studies. Generalizations will necessarily entail ignoring

' P
some distinctions that can be made among studies. Good generalizations
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d .
will'be'arrivgd at by ignoring only those distinctions that make

_no important difference. But ignore we must; knowledge ifself is
possible only- through the orderly discarding of isformation.
: ‘.

Yet it %s intuitively clear that some differences among
studies are- so large or critical that no one is interested'in their
integration. Whaz, for example, is to ?f made of study #1 which
demonstrates the effectiveness of disulfiram in the treatment of
alcoholism and ;:udy #2 wrich démons:rates the benefits of moto;cycle
helﬁét laws? Kot much, I éuppose. But it hardly follows that the.

. i '
integration of stuay #1 on lysergide treatment ;of alcoholism and study
#2 on 'controlled drinking" is meaningless; one is understandably
concerned with which treatment has a greater cure rate. Is the
eéssential difrerence‘betw%fn the two examples that in fhe former .
case the EIEPlEéE addressed by the studies are different but the
problem is the same in the latter example? "Problem” is no better
defined than "study”'or "findings," and invoking the word clarifia!
lictle. It is easy to imagine the Secretary for Health comparing fifty

- studies on alcoholism treatment wvith fifty studies on drug addiction
. - o N ©

treatment or a hundred stulies on the treatment of obasity. If the

. .
‘. - -~

two former gfoups of studies are negative and dhe latter is positive,.
. ¥ - .
the Secretary may decide to fund only obesity treatment.centers. From

the Secretary's point of view, tée problem is.puplic)heglth, not simply

alcoholism or drug’addiction treatment. .

- - -

o There exists another-respect in which it is inconsistent to

> . .
cric#kize meta-analysis as meaningless because it mixes apples and oranges.

L)
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Data analyses of primary re'search_are traditional%; performed by .

lumpfhg‘togethér (Meraging or otherwise aggregating in analyses of

gariancsP t-tests "and whatever) data from different persons. These
. . ' .
v ) ‘
persons are as different and as much like apples and oranges in their
[} . . .

wig as studies are different from each other. Yet to object to

pooling the findings of studies 1, 2,,. . ., 10 and seé nothing at all
. : ~ \ .

.
'

objectionable in pooling the results from perséns 1, 2, . . ., 100

is inconsistent. Now one tight think that the two kinds of aggregating

identified are qualiﬁacively different; but it would remain to be
ye : ) .
; spegified exactly how they are different and why it matters, whizh

. . r . .
would necessarily entail predenting empirical evidenct to, demonstrate

v

1 ) ) -
that s:hd@es using different populatiqgs, measuring instruments,
- [}
3
data analyses, etc. are fundamental®y incommensurable. The ironic

df!!ima posed here is thlg such an empirical deanstgé;ion would be

cf itself an analysis of exactly the type which we have referred to as

»

a "meta-analysis."

Beta-analysis is aimed at generalization and practical simpli-

-

city. It aims tq derive a useful géne:alization that does not do violence

"

+ toa mori/pééful contingent or intetactive conclusion. The world runs

— - - ‘.

on generalizations and marginai utilities.  They represent synthesis;

-

)
scienc® runs on agalysis. ' Therein lie many of the difficulties, that
‘scientists and men of pra;ficaf affairs encounter when they meet.
our appquz;, meta-analysis, ha; been mislinderstood -- a

- . L ] : <
*rcumstance for which we hust accept that share of the responsibility

due us. It has been characterized by some as "averaging effect sizes,"

. - 22 . '

)
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which is a little like characterizing analysis of variancg as "adding

and multiplying.” The sine qua non of what we call meta}ggalysis is the

applicati;nuof reseayrch methods 'l‘;he charag%Eristics and findings of
research studies. By 'research methods" is meant such considerations

v
as are normaily addressed-in conceptualizing, designing and analyz{hg
empirical resea!%h: problem selection, hypothesis formulation, Y
definition and measurement of constructs and variables, sampling, data
analysis (see Kerlinger, 1964, dr many others).

-

The methods’ of meta-analysis have much in common with those of

N

survey résearch, for in fact, research review and integration is_a
- ~

process of surveying and analyzing in quantitative ways large collect-
ivities. Many of the issues faced in a meta-analysis are akin to the
problems addressed in survey design and analysis (cf. Kish, 1965). The
similarity between t%e two should not be taken as implying that
meta;analysis ;hares with survey research the latter's limitations as
regards the analysis of'causal cladns. Survey research continues :to
struggle with the problems of uﬁknowd third variables and ambiguous

direction of causality. Meta-analysis, on the other hand, through no

great accomplishment of i}é{/own, may very well be applied to the |

<

findings of a literature of controlled experimental studies, each of 'fl

his has a valid claimnpn a causal conclusidn.
We do not wish to imply that a clear break can be discerned
between earlier methods of research integration and mQCa:analysis. "In

fact, under theKBressure of numbers, research reviewers have gradually ,
~ ] R

of necessity adopted increasingly rigorous and quantfitative methods




A

of study integration in the past thirty vears. For example, Underwood ™~
e
(1957) found 16 experiments on .the link between memory and interference

when he attempted to integrate the existing research. The standard

i

designs and the near standard measurements common to the ‘studies suggestegd

.

a more quantitative amalgamation of the evidence than was typical in
T -
research reviewing at the time. By graphing the number of lists of

w//// items to be recalled in these experiments against the percent correct

recall on the las

Tt

lisz, Underwood obtained an orderly and convgncing
pattern describing the relationship (se; Figure 2.1). By portraying
mul:iiie findings quantitatively and aggregating across some potentiall§
irrelevant distinctions (e.g., lists of geometric forms vs. nonsense

. .
syllables; paired-associate vs. serial presentat®on, long lists vs.
short lists), Underwood ciscovered a convincing and importan; finding

not apparent in the disparate constituent studies. This is che essenge

of the meta analysis approach.

A A N A R R T R N o b

Weiss-Margolius o
Gidson ‘
e " Belmont-Birch
90 =~ Underwood-Richarson
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2 70 r oWilliams '
2 80 T s Johnson
= 30 r -
S 40 F o« UrNerwoqQd
re Lester
e 30 - Mrueqs Cheng Hovlartd
ok rueger ' Luh
. §
10 - ' Yoytz
S W A N N S U G S U N N SS JUNS S S  S S
. T 0 5 10 15 20
P NUMBER OF PREVICUS LISTS
‘e Figure 2.1 Recall as a function of previous lists learned
El{lc‘ _as getermined from a number of studies.
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. ) Readers, of review journals (e.g., Psvchological Bulletin,

.

Review of Educational Research, American~Sociological Review) have

become familiar with increasingly more elaborate forms of research

integration. Long lists of coded descriptions of reseatch literatures

L4

nave become common. Contingency tables showing proportions cf

i
"signifi®mt results" under various conditions are more and more
a standard feature of integrative reviews. These developments were
i required by the complexity of the reviewing task, and they are in the
spiriz of the methods we present here. Wwe hope o have advanced
these mezhdds by appropriately increasing the quantification and
analysis of the task so that the full value of moderrn statis®ical
- , //
methods is realized.
Rosenthal (1976) integrated the findings of several hundred
4
studies of the experimentep~expectancy effect in behavioral research.
. +me techniques he used and his discussion of methodology were remark-

'3

ably like those presented in Glass (1976), though the two efforts

(borne of similar necessities) proceeded independently. In the five
years since our work has been publicized, the methods developed and

recommended have been applied repeatedly and in diverse areas:
s e R
‘- treatment of stuttering (Andrews, 1979), modern vs. traditional math

b ¥

. insgruction (AEhaplely, 1980), “process oriented" science instruction

)

©1979), neuropsychological assessment of. children (Davidson, 1978),

' e

"inquiry oriented" science teaching (El-Nemr, 19795, transcendental

Mneditation (Ferguson, 15R0), teaching style and pupil achievement
' 25
Q '
EMCA. . : gty 4 o
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" (Bredderdan, f979), mainstreaming of special education students (Carlberg,
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>
(Glass et al., 1977; Gage, 1978), social-psychological environments

)y L4 . »
and learning (Haertel, Walberg and Haertel, 1979), sex differences
. :

in d;codiné verbal cues (Hall, 1978), individualized mathematics
instruction (Hartley, 1977), effects of television on social behavior
(Hearold, 1579), validigy of employment tests (Hunter, Schmidt, and
ﬁun:er, 1979), home environment and learning (Iverso? anc Walberg,

1979), psycho-linguistic training (Kavale, 1979), treatment of -

P

nyperactivitiy ‘Kavale, 1980), racial desegregation and academic

achievemen: (¥rol, 197¢%), personalized college-level instruction
(Kulik, Kulik and Cohen, 1979), advance crganizers (Luiten, Ames
and Ackérson, 1979), drug therapy and psychological disorders (Miller,

1977; and Smi¢h, Glass and Miller, 1980), tes:t validity zn personnel’

V.4 »
selection (Pearlman, 1979), teachers‘ guestioning st%le (Redfield and

y [

Rousseau, 1979), psychotherapy and medical utilization ,(Sc'h}.es?mger,‘F
Mumford and Glass, 1978), psychotherapy and recovery from medical
crisis (Schlesinger, Mumford and Glass, 1979), aesthetics education

-

and pasic skills (Smith, 1980), sex-bias in counseling and psycho-

-
I

therapy (Smith, 1980), class-size and affective outcomes (Smith,
and. Glass, 1679), psychotherapy odtcomes (Smith and Glass, 1977),
motivation and achievement (Uguroglu and Walberg, 1978), socio-

A ]
1

economic status and academic achievemdnt (1976), relationship
L
‘between attitude and achievement (Willson, 1380), patient education:
programs in medicine (Posavac, 1980), correlation of auditory

perceptual skill and reading (Kavole, 1980), diaénostié/remedial

instruction and science learning (Yeanv and Miller, 198%), tteatment

26 - : .
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of migraine amd rension headache (Blanchard, Andrasik, Anles, Teders

and O'Keefe, 1980), effects of direct versus open instruction (Petersom,

1978).

Illustrations of Meta-Analvsis

l

L]

. ) . '
Meta-analysis has been misunderstood and criticized, the

criticisms often gathering their force from the misunderszandings.

But the objiectiuns raised to meta-analysis are the subject of the

the remainder of this chapter, we wish instead =o

. . . s ) 4 . .
elaborate on the verbal characterization of meta-analysis by describing

sriefly several applications of the method.

Psychotherapv and Asthma. Twelve studies were located that

-

tested the effects of psycnotherapy on asthma. E.even studies used

treatment and control group designs; two designs were pretes:t versus
posttest. .
The summary of the data and findings appear as Table 2.1

which offe;s the following items of information about each study:

s

a) Author(s); b) type of therapy, c) average age of suQigcts;
d) number of hours of therapy given; e) the nature of the control group

(no treatment, relixation therapy, medical treatment); £) the number
;) .

of weels .elapsing between the end of therapy and measurement of the

outcf & variable; g) the nature of the dependent (outcgme) variable;

.

A} . .
h) the effect (ES) achieved in the study, the treatment mgan minus
the control mean divided by the control grour standard dev-
iation,viz,, )

¥

f - - -X- .
2SY¥

- Xcontrol ) \

¢ contrel
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Study
(@)

Moore (1965)

Sclaréﬂ t al.

Yorkstun et al.

Maher-Loughnan,
et al. (1962)

Citron, K. M.
(1968)
Groen_ & Pelser
(1960)

-
Barendregt
(1957)
Ago, et al.
(1976)

Table 2.1

&

Findings of 11 Studies of Psychological Treatment of Asthma

Therapy
Type
(b)

s

Reciprocal
Inhibition

Psycho-
dynamic

Verbal Desen-
sitization

Hypno- »
Therapy

llypno-
therapy

(1
Psycho-

dynamic (group)

quectid
(4 dynamic)

%

Ecleftic
(4-somat ic
4-therapy)

Hours of
Age Therapy
(c)/ (d)
2} 4
1/2 adults
1/2 children
30 Z?
(19-42) /
42 v 3

25 )

»
! 30 12
“ 45 50
42 100 .
34 20

(

Control

GrouE

(e)

Relax
Training

Pltysical
Treatment

Relax
* Training

No

R ‘treatment

Relax
Training

Medical
treatment

‘ Medical
treatment

Medical
treatment

Follow-up

Time (weeks)

(f)

120

Depéndent.
Variable

s

(

Lung functioning

No. asthma attacks
: ; \
Réﬁf?sion of

symptoms

Lung functioning

‘v
Psychiatrist's
rating of improvment

Use of drugs.

Symptoms,
wheezing

Symptoms,
wheezing

Rated

Improvement
. /

A

Increased ﬁostility.

decreased "oppression §

damage; Rorschach
Remission of

asthma /
* symptoms ~

31

ES
(W

1.41
.88

.66

1.00

1.00
1.52

.64

5

1.36

.57




Kahn (1977)

- Kahn, et al.

(1973)

Alexander
et at.

Mclean, A. F.
(1965)

Arnoff, G. M.
et al.

-

'Therapy
Type ge

(b) (c)

Counter- . 12
conditioning

Counter-
conditioning

Jacobson relaxa-,
tion training

|

Hyﬁnothetapy‘

1

Hypnotherapy

‘Table 2.1 continued

(d)~

15

Findings of 11 Studies of Psychological Treatment of Asthma
’ Hours of

Therapy

Control

Groug

Follow-up
Time (weeks)

Dependent
Variable

(e) - (f)

No 32
treatmenl

32
32

Medical 40
treatment
40

40

.
No
treatment’

None
(pretes}'vs.
posttest)

None

(pretest vsg.
.posttest)

(g)

Use of drugs &
medication

Hospitalization

Asthma attacks

No. of ER visits

Amount of drugs &
medication

No. of asthma attacks
(one hospitalization
in control group, none
in therp.)

Pulmonary functioning
(peak expiratory flow)

Wheezing Score

Forced lung
capacity

Peak air flow rate

Dyspnea

.82
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The overall (i.e., summed across all studies) measure of

impact of psychotherapy on asthama is depicted in Figure 2. 2.

»

Control
Group

80th Percentile of

Control Gtoup ¢

Figure 2.2 ‘Average effect of psychotherapy on asthma outcome
measures across 13 studies which>included 23 outcome
variables.

The average effect comparing therapy and control groups was
\

.85 0; , 1.e., the average subject who received psychotherapy

was at .85 standard deviations above the mean of the untreated controls.

(The standard deviation of the 23 effect size measures is Opg =  390;

thus, the 957 confidenée interval of the true average ES is

.85 z l.9é (.390) = (.69, 1.01,). It ‘oliows that the average
2

therapy subject excequ 80% of the untreated controls on the aggregate

.

outcome variables. .

30 '
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QVN\ There were $ix outcome measures in the thirteen studies )

that assessed the use of medical services: use of medicine,
»

hospitalization, emergency room visits. The average effect size for

<

these six outcomes was ES = .73. The two summary -effect sizes —
.85 for all outcomes and .73 for direct medical services -- compare

favorably with the effects of psychotherapy on outcomes such as
AY
fear, anxiety, and self-esteem.

The relationshiﬁ’betveen the effects of psychotherapy and
~
some features of the therapy and the patients is examined in Tables.

2.2 through 2.5.

«

Therapv Type: The average effect siz

75 by type of therapy are
as follows: J

A S

Table 2.2

[y
14

Type of Therapv

-

Behavioral - Psvchodvynamic Hvpnotherapy Relaxation
n: Co12 4 6 1
ES .80 1.03 . .84 : .82
e .42 4l .79 0

ES Co-
The differences among the effects of different types of
therapy are not large, and in no case do they reach conventional

levels of scatistical/significance.




«
:
o Tt s,

“ " Age of Patient: The distribution of patients' ages (averaged

7
within each study) is as follows:

Table 2.3
Age
10-15 16=20 21=25 26-30 31-35 36-40 41-45

Frequency: 5 0 2 2 1 0 3

" The linear correlation between age of patients (at the study

level) and ES is +.40, which is reasonably statistically significant
. ~ . 2
(standard error of r = .21). '

!

-

Hours of Therapy: The distribution of-duration of therapy in

hours for the 13 experiments is as follows:

Table 2.4

Hours of Therapy

1-5 6-10 11-20 21-50 51-100

Freq. 9 1 10 2 1 X. = 21.3

\\

ES.: 1.03 1.23 .64 1.01 .57 N

4

The linear correlation of "hrs. of ‘therapy' and ES across
? .

~
the 23 outcome measures is = .15, not significantly different from

zeTo.
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Follow-up Time: The follow-up times for measurement of effects

for the 23 outcome meéasures were distributed as follows:

Table 2.5
Weeks Post Therapy ) .
0 12 24 32 40 96 120
Frequency: 11 1 1 4 3 2 1 X. = 25.9
N 's
ES.: Bl .23 1.36 .30 .8 1.26 1.51

‘The linear cofreiatlon of ”weeks post thdgapy” and ES is
.34, not significantly different from Zéro at any respectable
significance level. ‘

Psychotherapy (primarily behavioral therapies and hypno-

therapy) shows impressivqu large effects on ameliorating the effeets
of asthma. The effeétﬂfare even substantial on the reduction of
utilization of direct medical services, showing a reduction in[utili-
zation such that only 23 percent of the therapy subjects used as many
med;cal services as half the control subjects. It is important to
note, in this regard, that in 5 of the 11 experimental vs. control

group studies, the control group received medical treatment that wasg

not given to the psychotherapy group.

Peychotherapy and Alcoholism. In Table 2.6 appear data from

>

15 experiments on the effects of psychotherapy on alcohblism. In

*

successive columns appeafliﬁg following information abou: each study:

33
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2

a) The imvestigator(s) and year gf‘khe study;
s . - »> .

. I d
b) The type of therapy administered (e.g., behavioral ] ;
, modification, eclectic, psychodynamic); °

- ¢) The number gf hours of therapy administered;

.
"

d) The number of months after therapy ar which out‘FmeE_ -
. ‘ > -
were measured;
.. e) A definition of "success" for the outcodie measure; "
- A\
-~ ' £)  The percentgge of "successes” in the tﬁerapy~grohp;

\\\ g) The percentage of "successes" if the control group; !' .

h) " The differential success, 4: f) minus g), above.
¢

Summdry taplulations of a fe¢ characteristics of the studies

A}
in Table 2.6 are presented beloy:

- ' )
. Types of therapy: 11 studies used non-behavioral therapy.

. 8§ . .
v . 9 studies used behavioral therapy.

v

v ! B
Distribution of hours of treatment: . \

=

s

. i Hours
'\/ - . — ' -

T ’ 1-10 - 11-2g ©21-30 31-40 41-'50 51-60 61-75
. . 3 LA

3

Frequency;. 4 9 3 . 0 *2 1 1

ra

_ Distribution of fbllow-up times:

| | * Months Past Therapy
- . 0 1-3.  4-6-, 71-9 10-12 ¢
‘Frequency: 4 0 1o . 1 > . ’
)
. ) < i
. [}
C, » ) :
4.\) '
» 7 \ / »

\)‘.’ T - e . ._ . ’
EMC 9 . ~ ) 1t .
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. Of course, interes: centers primarily on the outcome measures.

There exist two approaches_ to summarize the outcomes: 1) cthe data
§

P

caﬁ be pooled across all studies to calculate aggregate "Suc;ess"
rates, or 2) the "success" rates can be averaged across the 15 studies.
The first method gives a séhdy an importdfice in the aggregate which

is proportional to its sample size, which scould be desirable in some

instances but probably isn't in this instance. The second method

weignts each study equally, in effect.

.

By the first method of aggregation, one finds 651 patients

treated with psychotherapy with 269 reported as "successes" for a
.

success rate of 41 percent. The comparable figures for the control

e

condition are 638 cases, 222 "successes'" for a "success''“rate of |

33 percent. The 4l percent vs. 33 percent difference is not very

-

-impressive; but it may not be very fair. Note that a few studies
like Gallant (1971) and YicCance and McCance (969 carry unreasonably
large weight in determining these aggregates because between them

. . ,
they account for nearly ha%ﬁ of all the therapy cases.
-

¢ - <
. Averagipg success rates across studies seems preferable.
- L

Doing so yields '"success'" rates of 5] percent ang 33 percent for.

psychotherapy and,control conditions, respecti@ely. These figures ’

)
are probably more defensible than the 4! percent vs. 3] percent

b 3

figures. Even, so, a "success" rate of 33 percent for untreated

controls is unusual and indicatesthat the experiments were probably

conducted under favorable circumstances™with other than chronic

:




Tabng.ﬁ‘

Results of Outcome Studfes on

Psychelogical Treatment of Alcoholism

Outc: =s
Type of Hrs. of Mos. post-therp. Type of Percent Percent
Therapy Therapy for follow-up OutcqQme Success Success
a - b d i . 1in control
) ) ‘ c) ) e) in ??erp in g?n
Vogler et al. '70 Beh. Mod. 15 8 . Not relapsed 14 S
: ’ L. into alcohol- 25 = 56%:;12 = 423
ism *
: : D 18 A
Cadogan ‘73 Eclectic 18 6 , Abstinence 20 = 90 20 = 20
' : . 6 3
Clancy et al. '69 Beh. Mod. 4 12; Abstinence 35 = 24 17 <= 18 6
| - ‘ ‘ St 3 -
Gallant '71 Eclectic 50 0 Sobriety 140 = 12 70 = 4
‘ . 2 1
Gallant et al. . Psychodynam. 50 » 0o Sobriety 21 =10 21 = 5
w Gallant et al.'e8 Psychodynam. 60 0 Abstinence 7 1
o . - . or nearly so 10 = 70 9 =11
. . 7 . 1 .
Hunt—& Azrin '73 Eclectic 75 0 ‘Abstinence. 8 =88 8 =13
McCance & Psychodynam. 12 6 Abstinence 20 23 2
) ; or nearly so 31 = 65 51 = gﬁ
. . 8
McCance '69 Psychodynam. 12 12 Abstinence 13- 23 o
. _ ) or nearly so 0 =43 "49 = 47
* ~ )\
McCance '69 Beh. Mod. 6 6 Abstinence 24 23
) or nearly so 45 = 53 51" = 45
McCance '69 " Beh. Mod. . 6 12 Abstinence 24 23
' - N or nearly so 45-= 53 49 = 47
. Y -
Qo ' 4 \j te . - ‘ 4 1




Table 2.6 (continued)

Type of Hrs. pf Mos. post-therp. Type of . .cent Percent
Therapy Therapy for follow-up Outcome ¢ iccess Success
in Therp. 1in control
b) d) e) £ ) )

Kissin . » Psychodynam. ’ Abstinence 22
’ or nearly so 62

Kissin . '70 Psychodynam, Abstinence 5
: or nearly so 33

Sobell & Sobell '73°  Beh, Mod. Full or part- 21
' time employ, 35

Sobell & Sobell Beh. Mod. Full or part- 21
. time employ. 35

Lévinson & Sereny '69 Eclectic Slight or 15
much improv. 26
\'\
Newton & Stein '72 Eclectic . Not readmitted
to hosp. for
alcohol.

" o "

Newton & Stein Implosive

Ashem & Donner Beh. Mod. Sobriety

Storm & Cutler - ~ Sys. desen. ) Some or
i marked improv.




O

ERIC

Aruitoxt provided by Eic:

/ . -
/

. ¢ . . .
alcgholics. But ewen if the 33 percent base-rate figure is unreal-

v

istic, the 18 percent gap between treatment and control groups is

not. One can conclude that on the average 20 hours of psvchotherapv

produces 18 "successes" (sobrietv 6 months after therapy) out of
E

evervy 100 persons treated.

The percentage ''success' rates can be transformed into a
-
metric measure of effect by means of the probit transformation (Glass,

1978). A discrepancy of 51 percent to 33 percent corresponds to a

rn

metric measure of effect of +.96 standard deviation units,

ession of the edfect in this way will permit comparison of the

{4
3
(3]

effects across proble areas such as alcoholism, asthzma, and surgery.

.

The relationship of the differential success rate tc follow-
up time and amount of therapy was also studied (s2e figure ocelow.)
The difference in percentages of ''successes' between treatment and

A
control groups diminished 'across follow-up intervals. Immediately

V]

fter therapy, there were 37 percent more successes ;p the therapy
group than the control group; aL six months after therapy this
difference dropped to 25 percent; at twelve months it was 3 percent,
i.e., the rate of sobriety is!virtually the same in the treatmeat

and control groups, the treated patients having relapsed. Apparently,
for the benefits of the therapy to be sustained, it must be readmin-

istered at periodic intervals.

Finally, the correlation across the 15 studies between the

number of hours of therapy and the differential "success" rate was
positive and reasonably large: +.49. More therapy was better than

less.

. ‘71 -
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School CIass-Size and Achievement

The literature on school class-size and its relationship o

achievement has lain about for many years. Some of the first empiri-
cal research in education, that of Joseph M. Rice in the 1890's,

examined the association between class-size and learning. In graduate

school in the 1960's, I was taught that the two were unrelated and there

wvas lictle point pursuing the matter. A faint aroma of Chippendale
(unwieldy and antique) still clung to the topic when in 1977 a

friend at tge Far West Laboratory, Leonard Cahen, suggested that we
apply to the class-size literature the techniques we had developed for

- ! - i
integrating outcome experiments in psvchotherapy. The $8,000 contract

¢ ~

he dangled before us, made the problem seem worshwhile.

.
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. The literature on c}agf-size and achievement had been reviewed
\\

repeatedly. The reviewers disagreed wildly. One could document this
confusion; it would be simple to quote reviewer X claiming that large
classes are better, reviewer Y that small classes are better, and

. Lo ~
reviewer Z that neither is better. But to do so would only embarrass
others and add nothing to one's appreciation of the complexity of the
research. The problems with previous reviews of the ‘class-size
literature are several: (1) literature searches were haphazard and
often overly selective; dissertations were avoided, as a rule, and few

Teviewers sought out large archives of pertinent data; (2) reviews were
L d N

typically narrative and discursive; the multiplicity of findings could
not be abscrbed without guantitative methods of reviewing; (3) reviewers

that attempted quantitative integration of findings made several mistakes
-~ tney used c{iiénclassifications of class-sizes; and (4) they took
statistical signiiicance of differences far too seriously.

Our search for class-size studies was carried out in ;'ree places:

(1) document retrieval and abstracting resources; (2) previous reviews

of the class-size literature and (3) the bibliographies of studies

once found. The ERIC system and Dissertatjon Abstracts were searched
completely on the key words "size,” ''class size," and "tutoring."

The dissertation literature was covered ‘as far back as 1900, and the ~<
- . ,
fugitive educational research literature was covered from the mid

1960's to 1978. Of the many hundreds of doctoral dissertations scanned

in Dissertation Abstracts, about thirty micro-film copies were purchased.

P -

A dozen dissertations were eventually incorporated. The journal

»

literature on class-size was located in the traditional way; one or two
40
f . ’ 7
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current reviews of the researth Were found, the articles cited were
located, and the articles cited in these articles were located in
turn. About 300 documents were obtained and read. One hundred-fifty

of them were found to contain no ysable data, i.e., no data whatsoever

.-were reported on the comparison of. small- and large-class achievement.

¥

About 70 studies examined the relationship of class-size to non-

achievement outcomes and classroom process variables. Approximately

8C studies on the czlass-size and achievement relationship were included
in the meta-analysis.

’

It is difficult to estimate what portion of the existing litera-
-ure was captured by this search. Even though 80 studies exceeded by
50 percent tne most .extensive reviews published to that time, perhaps

less than half of all studies that exist on the topic were found.

Scme studies (credited :o school/dis:ricts) could not be located even

[\

frer several phone calls and letters. Other studies were surely
wissed because of odd or nondescript titles. Fortungtely, the ERIC
systed uses key words based on the centents of a paper and not titles

-

alone. Several studies found in the journal literauture by branching
off existing bibliogtaphies had neither "size" no; "class-size'" in the
title, evidence enough that several studies were missgq because their
titles lacked the kgy ;ords. Another complication concerns the use 7

of class-size as an incidental variable in studies focused on other

issues. There are probably many such studies, and qply a few of the

- .
most visible ones were located.




The research on class-size and its relationship to achievement
evolved through four stages: the pre-experimental era (1895-1920);
the effiéiency era (1920-1940); the large-group technology era (1950-1970);
and the individualization era (1§70-present). The boundﬁries of the
eras are not impenetrable, and even today an atavistic throwback to
the 19th century will appear in a doctoral thesis. At each new stage,
the sophistication of research me:hodology'incréased, and the question
of class-size and its effect on achievement was examined with different
motives. One discerns in the narration accompanying the numbers the cul:
of efficiency of the eﬁrly part of this century, the rising birth
rate of the post-war '40's, the advent of teaching technology inm the
'60's, and most recently the feacher labor movement and declining
enroliments. What was said about the data changed as new interpretations
served emerging purposes, ev;n when the data changed little themselves./ ’
The meta-analysis was to determine-what the available research
revealed about the relationship of ciass-size to achievement. Drawing

A
boundaries around this topic was simple compared to the difficulties
P =

/
encountered in defining psychotherapy, for example (Smith and Glass, 1977).

Conventional definitions of achievement seem scarcely to have changed
over eighty years; and class-size 1is relatively easily descr;bed and
meaSu}ed.

The quantification of characterisfics of studies permitted the
eventual statistical description of how properties of studies affect
the principal findings. Such questions can be addressed as "How
does the class size and achievexzent relationship Qary as a function

-
of age of pupils’" or "How does 1t vary between reading and math

42
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instruction?" The first step was to identify those properties of
studies that might interact with thé réla:ionship between class-size
and achieQement. There is no systematii logical procedure for taking
this step. One simply reads a few studies from the literature of
interest, talks with experts, and then guessesjmodifications can
always be made later if needed. About 25 specific- items were coded
for each study. Some were more useful than others; ééVeral items -
were seldom repo:te§ in the studies. A coding sheet was devised onto
which the information about each study was transcribed. A single
study might £1i11 several coding sheets, depending on how many different
class sizes were cdﬁpared, how man§ different achievement tests were
repor:éd separately for different ages or I1Qs, and so forth.

The major items of che coding s%eet were as fellows: (1) vear
of publication; (2) publication source (book, thesis, journal):
{3) subject raught (reading, math, etc.); (4) duration of instruction
(number of weeks); (5) number of pupils in the study (different from
clags-size siqce there might be many classes); (6) number of teachers
in the study; (7) pupil abilicy; (8) pupil ages; (9) type; of experi-

mental control (random assignmen ts, matching, ett.); (10) achievement

messurement (standardized test, ad hoc test, etgigz:(ll) quantification
of outcomes (gain scores, ANCOVA adjustmént, etc.)
- ’ ' ) q

A simple stafistic was desired that described the relationship

-

between class-size and achievement as determined by a study. No matter

how many class-sizes are comqared. the data can be reduced to some

.
-

. . h ;
number of pairs, a smaller class against a larger class. Certain

43
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differences in the findings must be attended to if the findings are
'

latér to be integrated. The most odbvious difference is the scale

properties of the achievement measure. HeaSuremeng scales can be
standardized by dividing mean differénces.in achievement by the within
group standard deviation (a method tﬂat is complete and Ai;cards no
information at all under the assumption of normal distributions).

The eventual measure of relationship seems straight-forward and

unobjectionable: «

is the estimated mean achievement of the smaller class which
contains S pupils.

is the estimated mean achievement of the larger class which
contains L pupils: apd

is the setimated within-class standard deviatioﬂt assumed to

be homogeneous across the two classes.

LY

As a first approiimation to studying the clads-size and”achieve-
ment rgi;tionship, it is considered irrelevent that the particular
types of achievement that lie behind the variable X are quite different
knowledges and skills measured in quite different ways. Reports

of research frequently omit such basic descriptive measures as means

and standard deviations. .This omissien frequently complicated

44
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the calculation)of LS-L; but s?ldom obviated ié. Transformations of
commonly reported statistics (£, F, etc.) into &'s were derived (Glass,
1978).
. PR
In all, 77 different studies were read, coded, and analyzed. ™
These studies yielded a total of 72; L's. The comparisons are based
on data from a total ;f nearly 900,000 pupils spanning 70 yeérs
research in more than a dozen countries. In Table 2.7 appears the
réquency cistribuzion of l's by year in which the study appeared,
It is clear from Table 2.7 thar class-size research was an active
early topic in.educa:ional research, was largely abandoned for 30
§ear; afcet 1930, and has been resyrrected in thg last 15 years.
In Table 2.8,  the comparisons are tabulated by the type of assign-
ment of pupils 2o the different size classes. Each of the first
threé types of assignment represents reasonably good attempts at
eliminating gtoss inadequacies in design; these three conditions
) accoun: for slightly more than half of ali the comparisons. - Even -
though half of :heAcomparisons involved ;émparing naturally .constituted
// ",  and noh-equiValent large and small classes, some of these were Based
on ex post facto statistical aajustgents for pre-existing differepces.
Sg the data are not h;;f worthless; indeed, whether the experimental
in;dgquacies influengeq;khe findings 1is an empirﬁcal.question‘-;--ﬁ
N ’
) rather'than i: a griori\gjdgment — which was examined in the data
. analyses. In Table 2.9 appears the joint distribution of smaller and-

;. - larger class-sizes on which the 725 +'s &re based. For example, six

<'s derive from comparisons of group sizes i and 3. (The table contains

- only 550 entries instead of 725, 'since comparisons would not be

1}

» ‘ - 4
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‘ 14 . .
recodded in this tabulation if S and L were contained within the
. < ' ) * -

N ' .
same broad category (e.g., if S'= 13 and & = 22.)
* e

i Taple 2.7

C]ass-sze'Comparigons ta) by .Year of Study

(. .
\b-
.

. ) : Cumulative
Year M

1900-1909
1910-1515
-“\ ‘ﬁ # .
1620-1929 -

. 1930-1936

" 1940-1949.,
1950-1959.
1960-1969 . «

1570-1979,

-

ey

Jable 2e3

Class-Comparisons (&) by AJ.ﬁE;%ent‘of

N . &
to the Small and Large Classes
N

T -

2

Type of- Assignment ho. of b's
Random - : -~ 110
' ‘

Matchec . - e 235

\
"Repeated Measures" '/ ;

X 4
Uncgntroil '

L4
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The simple statistical properties of the &'s were interesting
. . e '
in themselves, even ahOugh their full import required more sophisticated

analysis:’
Properties of Di;trubption of LS-L-
) ]
a) N = 725, d) Standard deviation = 0.401.
®) Mean = .088; Median = .050 e) Range: <-1.98 to 2.54.
T . c) 4O% of the LS-L were negative;

60%, positive. o

* Cn the average, the 725 CS L

comparisons available -- regardless of the class-sizes compared --

's were positive, i.e., over all

7

the results favored the smaller class by about a tenth of a standard
. deviation in achievement. This finding is not too interesting, however,
since It is an average across many different sizes of classes compared.

However, only 60 percent of the &4's were positive, i.e., favored

.the smaliler class in achievement. This is . so, even though every

L

effort was made to find studies spanning the full range of class-

sizes from individual tutorials to huge lectures. One suspects that
: “

the odds gf observing a positive LS-L in the class-size range so often

. stucied (13 to 40, say) were even smaller, perhaps as low as 55 percent:

- to 45 percent.

V4

In these rough summaries, one of the fundamental problems is

-

Yrevealed that has made the class-size literature so difficult for

£

reviewers. If tne relationship one seeks has only 35 to 45 odds cf

appearing and one looks for 1t witdfut all the tools of statistical

+ .
.
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s
analyses that can be mustered, the chances of finding it are slight. °

4
' .

» ° One need'nat wonder why.narrative reviews of 9 dozen or two studies

M “

" produced little but confusion. .

- A .

. . . . 3 g 3 —.—./"\
To make sense’of the/tlass-size and achievement relationship

one must account for the/magnitiide of the 4's and their variance in

N

Ferms of the sizes of the $maller and larger classes. What was needed

titative model that would relate class-size

v

~ was a continuous qu

‘ £ to achievement Z. Class-size and achievemen: might be expecced

to be re.lated :n sgsething of an exponential or geometric faskﬁon --
AN

L]
reasoning :that one pupil with one teacher learns some amount, Cwo
. . ) - - -
pupils learn less, ¢
three pupils learwm still less, and so on.
¢
Furthermore, the drop in learning from one to two pupils might be

o

»
expected to'be larger than the drgp from two to three, which in tufn

is probably larger than the drop from three to four, and so on. A

logarithmic curve represents one such relationship:

. 2 = - 8] c
a - 8logl e, (2.2)

£

where C denotes class-size. Since 2 could be zers or negative, the

. »"
model in (2.2) does npt preclude the data showing that class-size
™ R
ané achievement are unrelated or that larger classes learn more than’

+

o smaller ones. :3 - )
' {

In formula (2.2),&represents the achievement for a '"class" of
hY
one persapn, since logel = 0, and 2 represents the speed of decrease in
: ‘ v
achievement as class-size increases. Formula (2.2) cannot be fit:ed

v

to data diYectly because z is ncj‘peasu:ed on a common scale across

) » studies. This problem was circumvented by calculating g , for each
. . bl 9}
o ‘ . 49
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comparison of a smaller and a larger class within a study. Then,
. A ]
from formulas (2.1) and '(2.2) one has:
4
- ~
e o= (o - + - - 8] + £.)
by = (e -8log.S +¢) - {a-slogL +¢c,) L
. (2.3)
= s(logeL - 10965) te-g
'
= 8log (L/S) = ¢~
The model in formula (2.3) was particularly simple and sgraighz=-
forward

The values of is , were merely regressed onto the logarithm
<l ;

of the ratio of the larger to the smaller class-size, forcing the least-

squares regression line
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The least-squares estimate of the 2 paramerer was faund to have

the form:

- (e ! N
i _KLS-L)\IOge—/S/

K
Z(1ogeL/S) . R

3

14

The model in formula (2.2) was fitted to the data base as'a whole

and to many subdivisions of it. The strength of the relationship between
—

class-size and achievement did not vary with characteristics of the studies
(e.g., age of pupils, ability, subiect taught) with one exception. The

relationship was much stronger for studies in which pupils were randomly

different sizes than for studies that used matched

P

assigned to the clais

: -

or uncontrol.led assignment; thus, better conirolled studies gave more positive

results. tHence, we restricted our es:timation of the relatiomnship to the

9 =

100 or so <'s that arose from the well-controlled experiments. After fitting
the model in formula (2.2) to the data, estimating 8 and transforming 2z

to a percentile scale, the relationships in Figure Z4emerged. Assuming

<

arbitrarily that the average pupil in a class of 40 scores at ;;g\iO:h
percentile in achievement, his improvemen: in achievement as.class-)size is

’ [ 4
reduced as indicated by the upper curve in the figure. Whe

e is taught

in a class of 15 his achievement rises to the #0th percentile; in a group

of 10, he will score at the 65th percentile; and taught bl himself (class-

size egual !), he is expected to score above the 80th percentile. We

o

concluded our report with these words: S

A clear and strong relationship between class-size and achievement
hes emerged. The relationshfp is seen most clearly in well-
controlled studies:in which pupils were randomly assigned to
classes of different sizes. Taking all findings of this meta-
analysis {nto accouht, it is safe tc say that between class-

- sizes of 40 pupils and one pupii .ie more tnan 30 percentile
r%nks of achievement. The difference in achievement rgsulting

.

—t

1Y

1 Ot .
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from instruction in groups of 20 pupils and groups of 10 can .
be larger than 10 percenzile ranks in the central regions
cf the distribution. There is little doubt that, other things
equal, more is leathed in smaller classes.

(Glass and S?ith,'l979, p. 15

’ The impact of our fiﬁdings was immediate. At first the word
. \

of the findings spread informally, through face-to-face contact.

A friend mentioned the study during the interview or an entirely
- .

different subject with the foreign educazion writer for the "london

Times." An article followed. then several others as one thing led o

another. The process tha: ensued a: that point more resecbied Brcwnian

movement thar .inear, heirarchial disseminatien. 1In a span of a year,
‘~- synopses of the findings appeared in magazines ("Today's Educatiom,"

1) - Lol " AR o) 1Al * Myy : " 1"
Psvchology Today, Forun'), newspapers (''New York Times, Denver
Post," "London Times," AP wire service), and were discussed in radio
and television interviews :that must have reached millions of people.

The phone bagan to ring with questions and requests for documents. Parents,
. teachers, adzinistrators, politicians (Pennsylvania, Gecrgia, Nevada,

- (44 W : \ : ‘ﬂ

Colcrado, North Carolina and Minnesota) =- they either read abou: the

study in the popular press or heard of it from an acquaintance. Teachers

unions waved the report under the noses of boards and administrators;

the latter criticized it as inaccurate or hired critics to discredi: it.

~

-

Sex Bias in Counseling and Psvchotherapy

Smith (1980) found 34 studies of possible bias of counselors

and psychotherapists toward male vs. female clients. A typical study

L)

exanined experimentally the possibility that counselors and therapists
e

-
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.
oot . ™ \




O

ERIC

Aruitoxt provided by Eic:

<

. » . -
varied their diagnoses, recommendazions and arcitudes -oward their

client depencding on the clientls gender. * The 34 studies contained 60

assessments of possible sex bias.

’

There was wide variation in the-designs used, :Hgir adequacy,
and the exten: to which "client" individual ¢ifferences were considered.

However, each study was used in *he meta-analysis regardless of i:s

Y

qualities. Thus, the author's theoretical and methodological biases
. -~ B .
had Dinizal influence. The studies were rated for design gqualizy so

that the magnizude of sex bias produced by sbudies of different levels cf

']

design cualizy could be ascertained. A score or 3 wag given for studies

~

in which all exper:mental variables were controlled and the effects of

client characteristics. A score of 2 was given to stydies that merely
nad experimental variables under control. A score of i was assigned

.

to studies in which experimental variables were unconrrolled or seriously
confounded.

Methols for transforming the analytic resul:s of the studies into

- s

o

a common ne:ric followed Glass's (1978) specifjcations. Each dependen:
®
variable frem the studies was converted into an "effect. of sex bias"

‘e : -5 3 1a: T a (M 2
(ESB) according to the following formula: ESB (”Hale )/ ¢

- M
Temalq

* In a study of the effect of client gender on therapist judgment
) .
of client prognosis, for example, the mean for the prognosis _given to

females was subtracted from the mean prognosis given to males. The
. . - ®
ifference was divided by their average standard deviation. The resulting

ESB is in the form of a normal uni: deviate. 1;3 of ! indicates :ha:

the dean of the males on the dependent variable is of the magnitude of

} 8D nigner than the mean of :the females on that variable. - In tne above

($])

ki
~
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example, an ESZ of | would indicate grhat counselors gave males a much
) - \ , ,
more favorable prognosis than that givén to females; 1in facz, the average

male prognosis is more favorable than the prognosis for 84 percent of the
N
females, assuming a normal distribution of the sex bias variable.
The ESB is standardized so that different measures can be
viewed on a common, convenient mecric and cozbined with others to

form an overall piciure of the sex bias effect. The dependen:t measures

were arranged so thal-a positive ESB always meant bias against females

oT agains:t nentraditional, noncemformist, or androgynous actions,
- %
decisiorns or labels. A negative ISB indicated bias in favor of females

cr nonconforming, nons:ereotypic goals. Cme study illustrates this

process. Price and 3orgers (1977) compared counselors’ ratings of

“ -

appropriateness of course seiectidh for boys and girls. The mean

appropriateness rating given o boys was 3.,5. The mean appropriateness
{

v

rating given to girls was 3.45. The average stancdard cdeviation for

boys and girls was .95. The ESB was .05. That is, the rated appro-

priateness was blased against females by a magnitude c¢f .05 S$D units,
* ” -
a very smai. amount.
Ae

ransformation of dependent measures into ESBs was straight-

v

-~
-
ks

forwdrd when means and standard deviations were given. when t, F,

N

or cni-square statistics were .given, es:timates c? - were found by

backward solution®of statistical formulas. TFor example, an estimate

of - can be found from a s:tudy in which only a value for F, the 1's,

and tlte treatement means are repor:ed by using the following steps:

54
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which multiple item-level data were averaged, the practice was to
L

.

7 . .

"'/\Sn’l'"ﬂ - .\-\-,(-'il, - .‘»/ - j - 1’

4"15 -t weeh
..-15\\’.mm bd R_

. F

G = \.uSthm. -

.
- A

-~

where J is the number of groups and nj is the number of cases per group.
Mcre complicated procedures permitted the estimation of% from Qesigns
wita blocking variables and covariates, as specified by Glass (1978) and
eiaborated in McGaw and Glass ( 1980). Sbecial problems aro;e in
the caiculations o? ESB when the researcher reported only significance
levels of effects; when, for example, the researcher stated that client
sex produced no significant differences og the dependent variable. In
this c¢ase, an ES3 of zero was entered for that variable.*

Another problem was encountered in studies that reported item-by-
terx sigmificance tests on sex-role ster&otyping measures. The item-
level data were converteé to ESBs, and. the average (ESB) for the item
et was recorded for that study. Except for these few studies in
record an ESB for ‘each dependent measure that the researcher reported.*x
Tableld.l0contains the ESBs calculated for the studies.

'The.ESB measures were accumulated by.the domdin under invesgi-

gation (counseling or ﬁsychotherapy% and by the construct measured

(attitudes, judgments, or behaviors) and for other variables of interes:.

-

’ .,
] ‘

» 4
A check on this procedure was conducted after the meta-analysis
wvas completed. Neither altering the procedure nor eliminating these
findings from the summary ;hanggd tne ¥inal ESB by more than a fraction.

’

£ 3] . ——
A later check on the effect of ZSB calculated at the level of

the, dependent measure and at zhe level of the study showed no differences
in the magnitude of effec:. . )

\

¥ .64
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Tne resulting summary statistics are contained in Table 2.11.The means,

standard deviations, and the number of effects are presented; along with

. drse .
the standard error of effects (':;> Whether the number of studies

in a meta-analysis should be considered~the entire population of studies

on a topic or rather a s;mple of a hypothetigal population of such

studies 1s problematic. If the lat:er»i§ true, then inferential statistics
might be appropriately applied to thg effect-size measures., However,

appropriate sampling distributions for inferential statistics in meta-

analysis have yet tc be evaluated. Presentation of the standard error
of effects alliows the reader a rough-and-ready measure of the significance

of difference of the means of two contrasting conditions (e.g., ESB for

well-controlled studies vs. ESB for poorly controlled studies).

.

»

A cifference in means less than two standaré errors in magnitude was
deemed unreliable and d:d not figure into the discussion of results.

Table 2Mlcontains the summary statistics for the sex-bias meta=

~

analysis. The overall mean of ESBs is gPven along with the mean for

each construct,' domain, the source of the study, and the validity of

N -

tne design:

The'results are clear. There is no evidence for the existence
of counselor sex bias when the research resul:s are taken as a whole.
The anrage ESB is -.04, indicating that the counselor bias is near
zero cor even slightly in favor of women and nonstereotyped actions fgr
women. - The size of the sex-bias effect does not change from construct to

: . . 4
construct. Attitudes, judgments, and behaviors?®all show about the same

. '
size of effect. Considered separately, the findings labeled ¢linical
1% 1)

stereotvpes produced an ESB of .24, which recapitulates zhe conventional

Y




wisdoz that clinicians hold negative stereotypes about women. Wnen

the standard errcdr of effects is used to evaluate this, one“finds that

the ESB for stereotypes is not reliably different from the ESB of the

¥

data as a whole. .

,

The analysis of sex bias found in journals as opposed to,

dissertazions is ex:tremely interesting. Journal articles were much
. » . 5
mere 1iksly to show bias against women. Dissercations showed the .

- - -

to suppose tha: cCissertations are more pooTiv

(e ¥

opoesite. (Cmne. is temp:e

-« designed and executec and therefore less likelv tc be published. Tna:

supposi:ién would be incerrect, as the average ratirg of design gualizy :
wés slightly higher for éissertations than for journals (2.57 anc 2.16, =~
respectively). The be;:'designed studies -- those in which experimentsl
variables were well controlled and provision was made to isolate gender

eifects from perscnal characteristics -- yielded results opposite to

those c¢{ the sex-hias hypothesis. S:tudies with moderate validity —

controlled variables but no provision for gender and case distinctions -

averaged zero on the ESB variable. Studies with poor controls cr ~

v

B -

severg\confounding of variables yield .the results most supportive of ..

t

the sex-bias hypothesis. _ -

"Analysis of interactions of variables failed to yield reliable

results, with one exception. There was a statistically significant

interaction between désign quality and putlication status, but not in

4

the predictable direction. TableZ.l2contains the ESB and standard error
, .

of ESB for the Design Quality X Source of Publication interaction.

Studies putlished in journals were mOrgaiikely to show the effect of

sex bias, regardlecs cf the quzlity ¢f tneir research design. Viewed
~

57
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another way, studies mpost likely to be submitted or accepted for publi-

» cation tended to be those that demonstrated the sex-bias effect, their

-

¥

design quality notwithstanding.
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Table 2,10 !
Author Source, Domasn, Construct, Type of Fffect, and Effect of Sex Bias (ESB) of Studies
’ . .
. \ Construct ' ‘ ‘
Source Domatn (Attatudc,
- (Disscrtation  (Psychotherapy Judgment, or
Author or Journal) or Counseling) Behavior)  Valihty Type of effect rsi
- Ashin (1975) : /—/,nf P A 2 Sex stereotypes 23
Broverman, Broverman, Clarkson, Rosenkrantz,
& Vogel (1970) } r A 2 Sex stereotypes of mentally 56
' . - healthy persons
Friedersdorf (1970) D ( A 2 Sex stereoty ped interests (.t
Hayes & Wolleat (1978) | ) C A 2 Sex stereoty pes - 3t
Mashin & Davis (1979) -) ( A 2 Scx stercotypes 56
lcaser (1975) b ( A 2 Acceptance of scll- | - 103
i . orientation
Maxheld (1976} - D P A l Sex sterentypes o
Neulinger (1968) | P s A~ 2 Sex stercotypes 6l)
Smuth (1913) D C A ! Sex stercoty pes o1
Wirt €1975) . b ( At ? “Lvaluation” - 08
) , "otency” - 63
SActivity”! - 87
Abramowitz, Abramowitz, Jackson, & C,onies .

(1973) . ] ( ) 3 P'aychological adjustment 14
Abramowitz et al (1976) } P ] 2 I'rognosis ' - 22
Abranfowitz et al (1975) ). ¢ } .2 Paychological adjustment O}
Billingsly (1977) _ ] ’ hd J 3 “Ireatment goals 00
Borgers, Hendnx, & Price (1977) L | ] 2 *  Appropriateness of vocational (]

‘ choice |
Coen (1975) D r I $ Pesire to treat - 46
Degree of imparrment 06
.. . ' ’ ’ ’ Prognosis - 30
Donahue (1976) : ) C . - - } f Renmuneration of vocatipgnal 58
Y choice
v . I ducation required for 2
. vocational choice
Supervasion required for o1
, voeational choce
—————— —_— - —_— — e~ —— — e ————— ——— N
\ -
. ‘)
[ 4
. - £
- Y
o :

ERIC -

.




. I 4
Table 2.10 -(countirved) ’ .
" ) . B -
- . ' .
- - ~ - a - ————— .~
; . - - P Construct .
. e / FSource Domain (Attitude, .
- ! (I'msertation  (Psychotherapy Judgment, or
“ Author or Journal)  or Counseling) Behavior)  Validity Lype of effcct . RSB
lman (1976) . b , P ] 2 Porsonahty type h 15
y ' , Degree of thsturbance - 26
” . . : - ( Freatment type b_ 115
1} . .7 Readiness for therapy - 30
. \“ Willinguess to treat - 12
Goldberg (1976) 4 oD . I ] /2 3 Conventionality of choscn [§.1]
’ (xmp'\hpn 4
1hll, Tanney, |.conard, & Ress (1977) H )] s ¢ ) . } Seriousnem of ‘problemn 22
. Ability to profit from - 17
: ~ “counsching s
B Attractiveness as client 11}
® . No scsaions needed M)
kesser (1975) 9] ( ] 2 Acceptance of self- - 03
. s ’ onientation . !
Lewittes, Moselle, & Simmons (1973) ] I ] 2 Degree of pathology o0
Maxfield (1976) " D P . ] -+ 3 Degree of\(huhlhty‘ 00
Recommendation for o0l
N4 @ counseling » .
" . . Prognosis . - 54
) 3 ‘ / Rec nnnnmlui:\tnon for - » 00
. hospaalization
- iagnosis (1.1}
Price & Borgers (1977) J ( ] 2 Appropnatencsa of course  \* 05
1 , . chowe  ~
Smth (197! n C ] 3 Need for further counseling \\\ 24
Smith (1974) . . ] T J 3 Prediction of academic success - (M4
" ) * . Recommended occupation . 05
Themas & Stewagt (1971) J ( L. 2 - Acceptance _ 08
; - Appropriateness of carcer goal 06
Need for further counseling 12
1t (1975) J ( B 2 Céunsclor behaviors (em- 1}
. pathy, e , combined)
[N, Tanney, leonard & Rclm (1977) ] ( B -3 Empathy =23
Libbey (|976) D P w», - B 1 ‘ositive ¢ |ohon -113
. Sp( ~cify - 52
¢ rontation <~ 02
Petro & Hansen (1977) J C ’ B 2 /\ﬂ: live sensitivity 29
Schloqal)crg & Pictrofesy (1973)‘ ] ¢ B N Sex-biaged statements 168
Stengel ()97()) - n ) ¢ B 2 Frpathy - 00
hd Warmth o)
, 7 N Cenuincncas ” o0
Wirt (197%) . b t ¥ B ¥ Empathy ’ 00
¢ Pomtive regard -1
o N Geenuinencas - 87
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Tabhle 2. 11 .

Summary Dala From Sex Bias Mela Analysss - lable 2.12

Means, M“"d“_'d Deviations, Number af Effects Interacty ns o} [)rs;g?ﬂ Validity and Sonrce
of ‘E”‘ Bras (ESB), and Standard Frror : of Studs Means, ws and Standard Frrors

of EST(&EAB) . .. . of Sex Lias

Variable pRY “aran  @kaw  dieh R Source of study
——— e —— R Vahdity of - e ——
Construct - deaign Journals Dissert1tions

Attitudes - - 03 59 12 17 - - - -
Judgments - 03 s 06 < Low “ESB = 71 ' Nocases
Behaviors a()7 66 13 18 . A = 12

Doman ) °
Paychotherapy - 18 43 24 00 Medinm " 19
Counseling 0s 48 36 i1} p =

Soerrce
Journals 22 41 28 08 High
Dissertations - 24 46 32 08

Design validity
thigh - 18 i8 30 01
Medium - 0] 43 26
Low n 63 4 32

“Total - N 47 6l)
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Drug Therapy for Psvchological Disorders

-

y N -

Miller (1978; also see Smith, Glass and Miller, 1980) sought

- -
to integrate a fragmentmand widely scattered empirical literature om

«

the effécts of drug therapy on persons wlth debilitating psychologlca%/

disorders. & conveﬂtlonal wisdom had long pervaded the field; an@df/
: | .
both reflected and suppor:ed the political equilibrium that psychiatriscs
: < X
and psy;hclogisﬁs had s:ru:k. Ask most mental health practitioners and

\

thev wou¢d have told voysthat verbal psychotherapy practicec bv itself
. - . v . . ' . - 4 '

on tne seriously disturbed (schizophrenic, psychotic) is.a waste of |,

time; but combine it with drug treagment (which is effective in isolation)

N

and the synergistic combination is much more beneficial <han the sun of
their separate contq&butions. Psychologists who believed this would

serve at the pleasure of psychiatrists, whe are empowered by law to
s . *

prescribe pharmaceuticals. o .

Miller found sgveral thousanc experimental studies that bore

on the quéstion of the relative efficacy of drug and psychotherapy ‘e

-

effects. Most of these were clinical trials comparing drugs against ‘ E
. .

placebos. From ‘this huge literature, Miller samples a:t ran¥om about

fifty studies. The remainder of the literature comprised about 125 .

experiments -that compared drugs and psychotherapy in various odd
° Vg

. . P

combinations (e.g.,‘érug-plus-psycho:herapy vs. drug vs. psychotherapy;

\
drug-plus-psychotherapy vs. placebo). .

£
3

Miller calculated the stahdardized average difference on the Y

-

dependent variable for each of the outcomes measured 1t the experimental

comparisons in the studies. Nearly 550 éffetts were thus calcilaced.

Summaries of the averages appear in Table 2..3. Tneve one seé?, for




O

ERIC

r L
s

-

-~ ‘

' Coee ) .0 L. .
exaople, that in 55 comparisons of verbal psychotherapy with an untreated

contrul group 6z placebo, the psychotherapy group averaged .30 standard

deviation units higher on the outcome measure. In $4 comparisons of

.
»

drug-plus-psychotherapy with psychotherapy alone, the former averaged
.44 standard deviation units higher than the latter on the detendeut

b ) . a . - - .
veériables measurec ir the experiments. Table 2.13 gives a parameiric .

structure for the comparisons with numeric parameters to be estimated

frozm the data. Suzn cuantificazion is reguired of what are essentizdlv

quantitative questions abou: separate and interzctive effects cof drugs
anc psychotherapy. Ndrrative and box-score summaries are gquice at 2

loss o copge with such problems. ) »

Lonfider now the problex of combining data in TableZllto obtain
estimates- of the parameters. That the .drug-plus-psychotherapy ve, . 7
ke
H

. . - .
drug comparison, wrich estimates ¥ +.n, is a full one-tenth standaté *

deviation larger than the .30 estimaze of % from the first line of the
.
tableé might lead one to Jelieve that » is positive; but the comparison
P 4 N »
»
of the estimates of ¢ + n and 5 (being .44 and .51, respectively)
) A : - - Y

reverses this impressior. Paraf®ter estimation by inspection in this &
L]

f .

way is too arbitrary and confu§ing. Several comparisons in the table

contain information about the same .parameters; it seems reasonable that
~ T : \ : ¢
every source of information about a-parameter should be veed in estimating
-

it. A corplete and standard method of combining the data in Table 2.13

~

; ’ . ‘ .
into estirates of the parameters is needed. Such a gethod is suggested

-

when one recognizes that the two middle columns of Table 2.13
N -

» 63

L)
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Average I¥fect Sizes frdew Varicus Ixperimental Compai1sons
- ‘ - “ ’
Mage in tne Lxperiments on [rug anc Fsychotnerady
[
Daramete*”s\, Averace No. ¢f
lomparison Istimatec £s zi's
A
Psvcroimerzoy vs. ho-Treatmen: or ~n ez
- - \ 1) jole]
Flacedo v
L] "‘.
JOruc Tne 2Dy vs. ho-Treatment or . - aze
;}acezs " ¢ .:4 oD
L]
Jrug & Psycnotnerady vs. Jrug TN e LGl 10
Crus & Psycnctnérapy v§. Psvcnotnerapy v m 46 94
Jryg vs. Fsygnotherapy / ¢ - N 7
: AN
Urug & “sycncinerany vs. No-Treatrment P ce ‘s
or riacebo . i ‘ i v
-
[ ]
Note. u cencies tne.-separate or "main” effect ¢f psychotherapy;
. ¢ cenctes ine segerate effect of Crug therapy; anc®
-% denotes tneir interaction. '
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constitute & sygtex

and containing three unknows (.

.

statistjycal estimation car be appl:ied

¢ .
J

r
i, tne serzraze efffecz cf ¢
N\ - , tne intevactive effect o
- .
s i ae - A
Zact effect 1s expressed on

. . .
cf clients stucied psychotnerapy pro

"

hird standard deviation supericr o

untreatec conzrol groups. The drug

‘—
e

ot

[\

Erezter n. the psvchotherapy effec

£

ar. average client froc tne middle of

aboul the 62ncd percentile; an effec:
v
to orly abbut tne 66th percentile.

. S ‘.
ne time it
|

[543

hal

f?

condugted for only

¢f linear ecuat:ions,

¢anc "y.

drug and psychotherapy.

least-squares methodolegy to

tnree of tnen independent w

The method of least squares
R

cc ottain es:zimates of the separate

.

The estimaces .

the data irn

-

duces outcomes that
the outcomes from placebo or
effect .s onlyv about & third

wed v Y

.3ls will move .

X

T. An effect of

the control group distribution to

cf .42 would move the averageé client

-~

Thé effects of the two therapies were

.

took to comduct the psychotherapies

(2.6 months vs. 6. months;. Any carefu. assessmen:t cf the relative

- v . '
va.ue of drug and psychotherapy will take both effects‘;nd

.

;accant.

: Arguments over the re.ative

will pe simpler fcr the

tne Iwc :ferapies s viTtually zero

v -

costs intc

value cof drug and psychotherapy

understood as .mplving thnat Crug-p.ils—-psvenptherapy is ineffeztive;

~i
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froz 1t. Tne near zero interaciion effect means that wnen cdrug
*
psvcnotherapy are comdbined, one tan expect benefits equal to the
ol the separate crug and psychotherapy effects (.31 + .42 = .73),
hd
mcre or less.
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Keviewing and Integrating a'research literature begins,
obvious.ly enough, with the literature =— of:ten & widelv-sca:tered,
tec landscape cf articles, theses, proiec:
snowec how ghig f.rst szep was occasiocnally taken
y

. ) . - N
ertainly b+ reviewers. £ 3€ reviews tnat Jaczrsorn analvzed,

ported navimrsearched tné ilterature with tne nelp of

of the 36 zeviews reportec searchin

previous reviews cf the topi reviewers dc not take such
obvious steps in finding studies cr take them but neglect to say so
.y coweal £ . ' el Aaf g < iemay
may dbe immaterial f{rom the reader's pointlof view; in either case
2% 1s difficult to judge whether the studies being reviewdd represent
\ ] . '
'l. . ) ' - s -
most cf the existing evidence on the gquestion or onlv an unreprgsen-

- A

tative portion. Earlier we Likened meta<analysis to survey research;

thus, finding studies is comparable in importance to sampling frapes

and methods in survey design ‘and analysis. Locating s:tudies ig the

v

which the most serious form of bias enters a meta-analysis,
.
since i 1s a potential bias whose impac: is difficult to assess.

The best protection against inestimable sources of bias is a thorough
destription. of the procfdures used to locafe the studies tha: were

found so that the reader can make an intelligent assessment of the
- o

representaiiveness and completeness of the data t a meta-analvsis.,

[y




' N

d
\\ AS ar. exazvlie of tne lengtns o wnlch one mignl sometimes .
!
< [}
nave tc go ¢ feel confidence of having. cdone a thorough job of fincing

N

relevant studies, consicer Miller's (l197€) experiences in reviewing

an encrmous .iterature on the psvcholiogicei effects of drug therapy.
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All stud:es c¢f normal subfec:s and aii stucies that used
. onlv phvsiclogical ovtcomes (e.g., blood plasma levels of
mines, EIG's, urinalysis) wePe omitted. Llas:zly, studies of
tpxic psycnosis (e.g., drug =nduceq pfychoesis, cr model
psvcnosis (e.g., using nall ucinoBens) were no: examined.

* . . . “
- Ak Medical Literature ancd Retrieval Svystem (MEDLARS)
© search frow thé University ¢f lclorado Medical Center
. computer search facility generated all research meeting

. ® specified crizeria catalogued bewweern January 7, 1966 and
. -anuary 30, 1977 (Tne search specifications appear in

— Tapie 3...: ne facility '*'aiogues a.l studies from approxi-
7 — matedly 2,-00 jcurnals. -

-
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I3

Stucles coulid no:z be suppressec by design characteristics
oT ou:l Oﬂe *variaoles sco though all lisfed studies met
ine 1nclusion rejulrements tnere was an unSpec1L1ed
number c¢f s.agges ilisted that me: the exculsion require-
mens as well (e.g., there were some uncomtrolled studies
anc s:tuc.es ues*gﬂed .o assess only bic-chemical outcomes
cf drug administration). Aparox1mately 1,100 studies were
located oy the MED -ARS search.

Several studies were selected at random from the
YIDLARS print-outs. As tne referenced articles were .
-ccatec and reacd, .t became clear that many studies
-azred, contrel groups. Titles centaining no allusion
tc tne existence c¢f a contrel group (via such key words
as "coutle-tliné,” "cresscver," "contrelled,” cr "placebe')
DITIenceC si.Cles .aCKITg tnils crucial.ingrecient. Tnere-
Icre, 1 recduce reference retrieval ctime v civ ecting
getnering effcris roward studies very likelv te have
teniTCl grouns, articles with fitles con:a;nlng the
acove-meniicnel ey werds became tne primary focus of
ine rzancem samTLl Torty such siucdies were randoml:
chosen Irgw thne %:DLARiwb;ollography.

Frocr the oswchophatmascliogfcal literature prior to-
canuary ., 1954, the period mot rovered bv MEDLARS, a .
Tandor samole of about fifsv s:tudies was taken frod
bitlicgraphies of :omprehensiv% review articles on the
eifizazy cf drug treatmer: irn Dsy:nia:'ic cases and frozx
stucies listed in Psvenclozical Abs: ts betveen¢§°54
anc 1%6¢ unger the heading Tnerapw/ u.ubs * These review
articles and the numoer of bitliographical references
mace :n each are presenzed in Table 3.2. Shown as the
-ast reference in Table 3.2 i1s tne number of studies
samp.ed from the 1954-1566 Pswchelogical Abstracts thas

oecame par: cf the poci of pre-1966 references ‘from which
w sampled.
in the emphasis on title terminology that was -

likely to ifdicate the use 0f a control group was -applied
to selection of s:zudies ‘ron.'nesﬂ bibl iographies. -

The selection of the ninety or so articles (fifev
articles fror the 1954 to 1966 ¢‘teratu.e, forgv articles
[ -

! aprreoximately equal numbers wouiC he represented

it tnree major drug categories: antipsychotic, anti-
anxiety, and antidepressanz. Once zhese articles were
assembled a few articles were adde¢ tc assure tha: major
ue“-inown stucies and very recently published articles
retruary and March, +1977) were no: overlooked. Ninetv-
sik articles or books studying the effects of drug therapy
were Inus co.lgcted, read anc coded.

la]]

‘

Y

(M:lier, 1978, pp. 31-36.)
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Yiller's example has been reported here in rather more deta:il

than cay seem polite to thé reader %o make a point. Documenting the

methods used in finding research literq}ure takes more space than

< \

rCustomw tracitionally allocates to describing one's search. How one -

s

searches determines what one finds; and what ome finds is the basis

of the conclusions of one's integration of stucdies. Searches should

{
3

Y

be more carefully done and documented than is.customary. "

The Landscape of Literature

Szno ", empirical literature ir the social sciences andé”’

applied fields can be found in either primary or seconda?y sources.

4

By primary sources 1s meant the archival pericdical literature —

"the journals," hundyreds, perhaps thousands, of ther from all over

world. 9}sser:ations and theses are also regarded as primery sources,

as well as "fugitive" literatures.cfsgovernmen: repcrts, papers from

. *

scholarly meetings, repor:ts to foundations, public agencies and the like.

Secondary sources cite, review and organize the material

[N L)

of the primary sources; they include review periodicals (e.g., Psycho=

logical Bulletin, Review of Whucational Research, Sociological Review),

- 4

L
periodocal reviews (Encvclopedia of the social Scéiences, Encvclopedia

of Educational Research), and various abstract and citation archives.

i
v

Abstracts in Anthropology,
Child Development Abstracts and Bibliography
Current Index to Journals in Education
Dissertation Abstracts International
Zducation Index

Government Reports Announcements & Index
Index Medicus

Index of Economic Articles

72 59
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Interagency Pan Information Svster

Internazional Bibliography of Economics,

International iography of Political Science

International tical Science Abstracts

Journal cf Economic Literature .

vibrary of Congress Cat g

National Clearinghouse for Mental Health Information

National Institute for Mental Health Grants and Contraktts
Information System .

Natiornal Tecnnizal Information Service

Psvchological Abstracts

Kesearcr in EZducation

Smicthsonian Science Informa:zion Exchange

Sociclogical Abstracts

Scme systems are computerized and culte scprnisticated. TFor examp.e,
the Education Resources Informaticn Center operatec by the National

Inscitute iy : remarkanie servige that not only indexes

o

anc abstracts the published literature in eduFa:ion {(see Current Index

”,

to Jjournals in Education) but the fugitive literature as well (see
: ) ) -

Resources in Zducetion).. More significantly,.ERIC is a system

»

'y

orgarized around a thesaurus o%,topic descriptors essigned by ;'

experienced staffs of readers of the documents; this feature represents

a significant advance over indexes that depend on author selected
14

descriptors or the key words of titles.

Perhaps we have said eﬂOugh at this level. The reager who
* A Y .

has gotten this far is unlikely to be a stranger to modern -libraries
.
and the delights that they hold. And the technology of information-

. -

storage and retrieval is advancing so rapidly that whatever detail

we might giye here is likely soon to be.out of date.

\
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. X © ~, Llitetatwre Searches in Metg-analvses ,
’ ) R ' 4
; : ~»Qur topic is the methodolo lysis, so in the s

A
:/f'_, i TN, .
i -

. . 5 . s . ¥ 7 :
nder of this chapter we shall .limit ourselve$ to a couple™ .

re
. ; PRI m
- - ¢of siderations about literazure searchimg that beargdirectly on
< -
» N
N - ’ [y “\\
. met alysis. .
. ‘
S . . . - - . ‘-
Pe_iabilitv cf Literzture Searches
. i rd
. & - -
B oo .

: Ne magier how ambitious and sophisficatec are gqge's efforcs
z : -~ - ' ' » : - . ‘ . ) N .
20 find all empIfrical research on a topic, the aspiration to find every-
~

.

+ . N . N J
o, thing mus® b€ inevitatly frustraged. There is simply ?oq puch literature
’ ’ . > < . «

. .o

"%

ir too many strange-'piaces to find it all. But reviewers can do a
- . hd . &
_be:ﬂ" job than they typxcally have done. The arbitrary exclusion of
*

N N v

. 3 : . ¥ C o
. 1 - > 3 . > ‘' y 37 . ’ .
fug}:;ve manuscripts’ in ERIC) is unsound and bespeaks more faintness of

4 .

j”’ - vast amounts of  litepature’ (e,g., excludin 1 dissertations or all
. bt} ’
4

. . v .0 .

+ ¥ hear: than inzelligence of judgment. Xevertheless, the most’ conscientious
N f - . b .

' . .

¢

. . . - ) R
efforts fall short of perfect...; Thege is 1ess'fel}ability in segrching
N 1 - ‘ -

&y - . . - R
. for rese®ch ‘uu@thdm Would be tolerable in survey research, for

. example; but it Is an especially intransigent sort of unreldability
' » - > ~
. R . X B
el - £ ay 3 ~ : P
T :oL which wg ﬁiye no faq&}e answers. . ‘ - N
- W . .- o i / ) L)
. f I T . . . B
. Wwe tesced the reliability of four large stuiy indexes by computer-
3 : ‘ . ) “, . .

. ized searkh on:desc;iptsqs.fo& "group homes for‘delinguents.” The

’

four. indexes were ERIC (Educational R®ources fnfotbation Center),

-
... ¥
Ld ’
Psvchological Abstracts, Dissertatjon Absyracts, and *Council fog
. " . . L ‘ . A . ) . .'
Excepticnal Children Abstracts. A total of 27 different studies were
0 N . [] .
' L E— N N .. 1T. ( ‘ i . . ]
~ fcunﬂ%* But they were.distributed according to the following cross-
. . * . ' . )
}’ g classiffarion. . ,' . . € . .
F) [ ! . N - .t
O * 2 -~ N e -
N ' . LN . 4 s L* .-
=" ERIC 7 Sy ¢ . 5
- T . . 7! ! . R




' -
. \\ hurbe s> of Listings fram
. 6 Different Dara Bases v \
’ o - . o » .
i i ) n g Family)
Search on: (Achievement (w,) Place) and (Teaching 13 y
P (group homes for délinquezjfélb - -‘
. - . -
ERIC PSYCHOLOGICAL . DISSERTATION CEC
ABSTRACTS + ABSTRACTS ABSTRACTS
‘ \J : . ) 5 - 9
IRIC -8 2 - .3
- i 8 . ) . /
- PSYCHOLOGICAL X 2 22 2 9,
ABSTXACTS _ ~ P2
% DISSERTATIONS — 2 L -~
ABSTRACTS _ |
CEC 3 9 - - %i‘
ABSTRACTS )
S - . f):) .
. ' . 0
N 1 2 9
UNIQUE 5 1 \ .
. e ' _ .
For example, of 8 studies on the fopios found in the ERIC gyvstem,
. - . .
v two were also list ed in Psychological Abstracts, and three also appeared.
- in Epe CZC Abstracts ‘Tive of the 8 ERIC studies did not appiar in any -
. of the other three indexes. The greatest propcrtion.Bf redundancy
appeafs ta be b;:veen Psvechological Abstracts and CEC Abstracts on this -;
! 1 . oL
topic. The gbove table gives gne pause. Perhaps the social and behavigqral s
sciences need indexes of indexes! ) ’ - o
* .- v ° ' * ’. . F
Publication Bias and Meta-analy51s

A
]

. Meta~analyses may be’ thodght of gs a type of survev research.
Q'The-goal of- the meta analyst should be to provlde an accurate,

impartial .
R - ., * - /
quantitative description of the findings in a popubation of studies.on a 7 |

particu%;r topic. This may be done by exhaustihg the pppulation or

- ) - .
A ce . : - :
| sampling representatively from-it. _No suevey would be considered valid
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«

ii- a sizable subsez (or stratum) of the poﬂ‘iation was not represented ¥

i
in the cumulative results. Neither should a meta-analysis be considered
h . hd .
complete “if a subse: of its population is omitted. One very idportant
. N R
subset of evidence is the subset of unpublished stiudies. To omit
o’ ‘. '

cissertations and fugitive research is to assume that the direction ang

.o [ ]

magnituce cf effect :s the same in pudblidhed ang unpudblished works.
- Vi ’

Tne most radivel criticasn of the assumpiion of eguivalence is
‘ : . . T . -~
the clid saw :hat the published litemaiure oniv represenz the five

percent cf false positives in a population of studies wherein the

-

aull hypo!hes;s is true. That is, the published stratum and the unpub-

:ished s:iratum nave opposite average effects, and a neta-analvsis contain-

ing only published studies would be wholely wnrepresentative of ‘the

=7

popuiation. Rosenthal (1979) effectively countered :His attack by
mathematical demonstration of the numbers of studies which would have
. % N - +

- . ’

been languishing in file drawers to make’up.the 95 percent nul}results.

The existence of such huge numbers is considered implausibhle.
: : .

~

Ehe’resui:s ol meta-analyses which did represent bozh publisheg -

and unpublished literature provide further evidence on the assymption ™
[} - , - N "
of equival%Pce. Table 3.3 contains the results. of 12 such meta-analyses.

. hd v N

In everv ope of the ten instances in wyhich :the comparison can be made;

.
-

the average' experimental effects from studies published in journals

. . ) .
s lirger than.th‘torrespoﬁding effect estimated from theses and
. @ ; - ,. ' .(' ’.\‘W-
dissertations. That iIs, if dne jintegrateés only\”publishedﬂq(meaning
v ' b ‘

< + . - . I3 . ce

journal published) studies, the impress;on of suppor:t for the favored -
, y

‘ ) . ‘ Lo ! . . -

hypothésis is artifici2lly enkanced over «hat would be seen if the entire

-

’

- e ‘ i bc-‘) ) ‘ ’

.
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in 12 Meta-Analyses of ©

-

TJable-3.3

\ Reiegz18nsnip Between Source of Publication and Fincings

“

xperimental Literatures Cooe

-

>

Source of Pubjication

v [ .
vestigator(s, Topic Journal Boor Thesis  lnpub]l.
asgle ['79; "Psyeroiincuistic & 13 16 5

L Rrédining *
» R — . -
LS. .SOY .30 .37, k
. - . . . “\
imziey '77, _Computer-nasec Y n: 34 ' 13 3
v nstruc.” _
. .0 .38 ¢ 5¢
Tutoring . n ¢ 47 7
— ” *
' . £S? .77 - " 1.05
' “ h N - ’
osentral {'76, Exnerjmerter n l 4 ? 50
' ‘brds -
. Q £S. 1.02 ‘ .74
nftn (;Baa)' Sex bras n n: . 28 3
psychotherapy T ' ’ . 4
£S.: .22 . ».24
. 8
1th ('80b) Effects ofc. @ n: 29 N\ 164 56
. desthetics educ. . .
| on basic skills ES.: 1.08 .48 .50
—
riberg {'79) Spec. ed. room n 146 17 45 4
. placement . * . . :
-\ /9q Vs . r!é. rogm ES. -.09 - -.0 s ~.16 - 14
4 placemment : |
® . ! - ”

: Resource room n 33 6 ’ .
plac. vs reg.” ) : a
roomr place. £S.: 23 T -.0% ’

7 ' :
\ . ' é‘()\ Y




‘Table 3.3 (continuned)

Drug’ therapy n: 336 21
0f psych. _
cisoroers N 56
Effects of TV » N 22e 120

or ami-so:va]_

behav. £S.: .40 I.‘sl; 1% .23

SUBTOTALS n 1025 Y77 672 268
s

& 32 18 33 27

T

“sJchotherapy n: 1178 2 -
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. bel
; e . . .
literature were ‘hiegrasec (i.e., lournals, books dnc disserzatioms).
b4 The tias in the journal literature relative to t
tation literature is no:
.

the bias :n

ingonsiderable.
b
s .64 as compared with .48

-

the disser-

(.3

The méan effect size for journals
. B
cr the dissertatic
A
cias is of the order cf

ien literature; hence, the
: r
(6L - 4B)/.48) 1007 = 23X, ’S, findings
5 reporzec i ;our:als;are, or the average, one-third s:tandard deviatior
\ ' , ' , ,
more favorablv dispesed towaré the favored nypotheses of tne invesiigstors
« - - ’ el - . « 3
Sh@n Iincings repsriec in theses cor <isserzationms.
- . ,\
t f '
Comparisons cf averzge effect sizes anong cther sources cf
“puclicazion are less z.ear, :n.p%r: pernapg, because of
¥
. . bR R e
-ade.s such as "'unpullisned” or "book."
the average effe¢

one .arge group of

v

new

0id

-

szze fcr jo

! »

stucdles. ' inpublished -stud
L

unpyh?{

N
.

O‘

)

L

-

nalg was larger than

- ol

es seemed to divide zlong

(]

R3S be published.

in

indicated

1)

behaviors against fexn
L]

€ g o

femalies.

¢counselor

whs -.2

- demonstrating
&

studiles circulatin

the following
.
——rTesuits THaT NEVET C4ught anyonme's

ale cMents or agains: non-stereotvped foles for
The effect size from puMlished studies wgs *.2
bilas agains: females.

counselor bias

attention

shed studies, containing unremarkable

sy

anc a smailer group of

»

.

the "invisible college' while waiting

T

In the meta-anal.vsis of sex bias in counseling and psychotherapy

v
1980a), no: only the magrnitude but the,direction of effect was
published and uripublished studies.

A positive effect Size
. * . k] o s ‘
tne piasing effect of counselor attitudes, judgments, and
. . . H .

¥
-

.
-

, demonstrating
The eff

in ¢

ze from unpublished studies
¢

) aies.
. ’\\
L,

[

‘ 2
the amibguity

. F
. . had
€lgntl 1nstances,

for unpublished

-
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lines:
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A

v

ror these data it is appropriate ¢ conclude that faili)g’to

271

Tepresent unpublished s:iudies in a meta-analysis may produce misleacing .
genera.izations. ; .
o omit dissertztions because cf their assumed lack of rigor is
4
, .
also'unwarranted. Omlw after :the s:tudies have been guantified and thexr
results transfiormed tc effect size measures can it te determined whether .
published, studies on #:opic were mcre rigorously designed than were °
) . dnpublisned studies anc whether TigeT cf design related o m gnitude of
effect. 1In tne psvchotherapw meta-analysis [Smith, Glass, anc Mililer,
%' —;\
.98C), therg was nc reliatle difference in the rigor of design.of ,
e N
putlisghed versus unpublished stud:es.  In the sex-biar mera-afialyszs ) Y
{
“ Qt
(Smith, 1989v), the published stucdies cthar show8C blay against females
‘ PR »
actua.ly hadv less riporcus designs than ‘éid studies (etther published or
tnpublished) which showed no »Las against females, ' ~
<0 make these dezisions z priori may injec:t arbitrariness and bias
g 2:1072
1 L
. inte tne condlusions. If meza-analvsis offers any icprovement over ,
. traditional methods of reviewing research, 1t is precisely in the area
. . ﬁ
. ;. - .. ! . . PR :
" ¢f redoving these sources of arbitrariness to arrive &t an impartial
o~ '.' . g"‘- . ) " 2
ans represeW.ative view of "what the research says.
/7 - t" ,
- .

1E[{1(j N ' | 4‘5:" . .
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. CHAPTER FOUR - ) .

.
i

DISCRIBING, CLASSIFYING AND - ,
CODING RESEARCH STXDIES '

Meta-anzlvsis is the statistical analysis of research whic

wores with research reports as 1is raw maté€rial. Thus, mete-analysis
- ~ *
nfails tne quantitative description of rthe characteristics’and findings
“ » ! -
cf studies; tnis guantification usuzlly involves meadsuremgnt in its
- ) -
DeIric gé;g;:s “f.E., in wjat vear was thils study cdone? What is the
/ .
14 . s
samp.e size on which'r i's based?) as well 8s its nominal or coding -~
- y " )
functicn (were initial differences corrected by analysis of covariance

.7 Yes = [, ho = 2). Si.nce meta-analysis encails the measurement of
N M R -

. [ 4

study characteristics anc findings, many concerps that apply to measure-
. \ .

ment{more genera.rly (e.g., reliability, wvaliditv) apply o measurement:

B

vioa s g "
as p.ied in meta-analysis.
‘ ’ . ot
Consider the example in Tabdle &4.l.t Ther€ arg.recorded the

[ .
k4 -

>~ . A\l
characteristics and findings of abopr twenty correlazional studies of the
L}

. .

. ) L . . . .
relationship vpetween teachers' "indirect" tdaching style (non-authoritariar,

-

encouraging discussion instead of lecturing)'and pupils' learning. For
. e o 7 =

example, in Study 713 (Torranae and Parent, 19665,‘the-in6irectness of
. - \N

a

.achievemeni for a year-long coursq at. the Kigh-school level; the data .
) ' . . v L N L
were repor:zecd in the form of a Spearman rank-order correlation coefficient,

- /:z
. which 1s ftself the tBs: estimate of the Pearson.r. The reported

afrrela:ion of teacher indirectness and pupil achievement*was =.32,
4 -

pupils cof more indirect teachers learned more math.
\ i .

r On the face of the problem, there are six variables or characteristics

‘ & . 4n C




Aruitoxt provided by Eic:

4 ~

-

cf teachers s:zucdied {(:the sample

of the period of instructionm, zne .sdbiject®

tegtec, the grade-lev3} of rhe pupils, the form of :zhe originally repor:ed
. * »
1

s, )

etc.), and an estimate of the correlazion on the
N »

v -

cne proves deeper,

fincdings (r's, F

* “ -
even more chavacteristics of -

n

Pearsor. v scele. I1F¢

stuiles £rom the research reports. For

andicou.g be an interes®ing property cof studies in 2 field subtect —
. . -
tc fads anc trencds. The xdeniit¥ of the researcher 1s Known, ané some-
times ciner cnparactersitics can be inferred from sucr knowliecge, e.g., .
o . .
' Ha§ this researcner ccne several studies cr cnl¥ one? Has he taxer-
T-a pudlit posivion on wnat this research ought to show? How many of the

*

researchers are rekazed as mentor-te-student or cclleague-to-colleague?
v

variatles thal appear sif-le and straig!

¥

Moreover, revea:

tforward

>

unexpectec complications after 2 closer look. Take, for instance, ''grade
ievel” in Table 4.1. A study in which ¥ anéd Y are correlated far A

L]
. . ] .
students and teae€ners are spreac gwong several grades (aczross fourth,

I

ftn and sixth but averaging grades five, sav). It may be necessary,

.

*Then, to code both the average pr modal gradg of pupils represented and

the range of grades as separate characteristics of the studies. Measure- ~

5 [ 3
ment of study finding% is likewise compléx. Tt is necessary 0 transform
the findings of each study to 8 common scale of Pearson's r'so that .
¢ A
comparisons anc contrasis can be made; but studies come reported ir .a &
, *

3 . N ‘
bewilidering varaety of odc statistics. TFor example, in Swudy {11, weber

. v ) . -

‘ ' . - ) N

v g2 -
« "

o®




1able «.1 i

Rosults of Studles on the Relationship Between Teachel [ndirectness and Pupil Achievenmnt
’ (After Gage 1976) ,
P :
“  Learning ) : . Equivalent
Tested ' Value in
' No. of Duration of Grade- Terms of
- ){udy + Teachers Teaching Subject Level Peported Statistics rxy
l. Flandnvq (1070) 15 2 semesters  languaqe skills 2 r=-.073 -.073
: numper skills
2. Figgders (1970) b6 2 weeks social studies 4 ro= .308 308
3. Flanders (1970) 30 2 semesters  Composite MAT 6 r=.224 - 224
A Flanders (1970) 15 2 weeks " Social Studies 7 4 r= 48] 431
5  Flanders (1970) 16 2 weeks Mathematics 8 r = .428 4?28
6 Cook.(1967) 8 2 semesters  Discussion - Lab Work 10 ) .09,
o ) - . : N .07
. . \,
o. 7 Fusst (1967) 15 4 one-hqur Econnomics 10, 12 Fl 13 ="7.15 ' 11
) lessons ’ 26
8 ledley-Mitzel . o - [
(1959) 4?_ 2 semesters | R?adlng 3-6 r=.20 .20
9. “Powell (1963) 9 2 semesters  Composite SRA ) F=5.85 F=10.68 .23
' Reading F=}.30 df=1,164 11
’ . | Arithmetic’ . N .31
10. Snider (1966) 17 2 seme\ters Science ’ S AR Mann-Whitney U: .29
) ; : (‘10 in . : U=18 U-=12 .00
analysis) _ ' : U-=13 U =14 .00
, ' ~ , : .06
) ~ ’ .1 N ‘ .
| .11 Weber (1968)- 26 - 3 years Creative Thinking -4 - F=10.58 . .30
¥ ¥ Verbal Fluency df = 1,176 ~
12.  Thompson & ‘ 15 2 semesters Horb Meaning - . 4 F< l: F=2.0 .31 .
Bowers (1968) > Social Studies df = 1,13 . -46
13., Jorrance- ‘ ‘ , L
Parent (1966) 10 2 semesters Matt?matics 7-12 rho = .32 : . .32
: * . * , "
:} ‘ . E’L: . , - . . ‘ E)\‘
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Table 4.1 Continued

15. Soar (1966)

&
16. “Soar (1971)

78

17° Hunter (1968)
. »

18. LaShier (1967)*
19. Pinney (1969)

-

) * Equiv;]ent
) Learning Value in
No. of Duration of Tested Grade Terms of

Study Teachers Teaching Subject Level Reported Statistics L

18 "2.semesters Arithmetic - 1 p = .83; . -.23

/ p = .83, -.23

) p.= .79 -.19

55 2 semesters Vocabulary; Reading - 3-6- r = .068 .063

. ’ Arithmetic (Concepts) r=.021 .021

. Arithmetic (Problems) . r=.034 .034

\ Arithmetic (Total) - r = .082 .083

~ g voa r = .081 .081

35 émonths Reading Readiness T K r= .00 4 .00

20 - _ 1 r=.30 .30

« 11 2 semesters Reading, Spelling & ages r= .62 .62

L Arithmetic 8-14 ‘
10 6 weeks Btology 87 1 :=.60 .60
32 2 45-minute  Social Studies & 8-9 F=4.2 Y .22,
lessons English df = 1430

P
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civided the 2% teachers into two groups (above and below average on

N - . .
"indirectness') anc then performed an analysis of variance F-test on
their pupils' creative thinking tes: scores. Transforming the -resulting -

- . . , . , D .
I-ratio into amequivalent measure of r took some statistical magic;

- .
hence, the form cf the translation and its assumptions are character-

) : L

of the studies that could be coded. ' .

'
n
(2]
IS
(2}
n

The pcint cf this measurement and coding of study characteristics

1s tc re.ate tne properties qf the studies (thexrr subjects, iavesiigaiors,
—
- A .
technical qualities and the like) to the study findings. For exaxpie,

Y by comparing the r's fcr studies done a: the elementary (K-6) and

I+t

- secondary (7-12) levels in Table 4.1, we werg able to discover that
3 ) V 4 )
the correlation between teacher indirectness and pupils' learning 1s higher
, ’

(t = .30 baseé=on eignt cases) at the secondary level than at the

-

elifen:ary level % = .16 based on ten cases), perhaps because young

pupils need more direction or perhaps bécquse lecturing style is less

selevant in earlier grades (Glass er al., 1968).

§ -

The example of a meta-analysis of teacher indirectness was -

rather long; we hope that it helped make the point that the measuredent

of study characteristics and findings requires . ingenuity and care in

the definition of properties of studies and their quantification.

"GENERAL CONSIDERATIONS ,

- ]

Measurement. of study characreristics and findings tan be evaluated

v

. L d
with 'respect to both its v‘dity and reliability, as are other instances

z - .
. . 0L measuremenc. ~( ' , .
ﬁ\
°. . Jt R ’,
¢

o,
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Validitv. The validity of measuring stiay properties and findings is
a very broad consideration. Most things that bear on the meaning of

a coded or megsured chafacterist;c dre matters of validity. These

4 v

considerations include such things‘as clarity of definitionms, adeguacy

of reported information, fhe degree of inference a coder must make in

\determining from the written report what characterized the research,

‘ L]

and the lfke. Some problems of validity can be corrected by greater . -/
. 3

3

care in regﬁing and coding.-studies: making definitions sharper and more

o

1
detailed, splitting broad concepts into more refined ones. Other problems

D

of validity cgtiot easily be corrected: one must infer that in a

particular stud¥ the assignment of subjects to experimental conditions

v

was non-random because random assignment was not specified and there
‘ .

are 'significant differences on most pretest variables. There probably

-

aren't ahy useful general technical guidelines for making study measure-
ment more valid. Eiamples may have to.substitute for prfhciples.
| 4

Consider a somewhat extreme example of measurement of study

characteristics that was pursued with more than normal care fo; the. sake
.
of the validity of the measurement. S8mith and .Glase (1977) performed

a meta-analysis of nearly four hundred controlled experiménts on

)

A
ﬁsychotherary outcomes. One characteristic of studies that was af

principal interest vas tHe type of psychotherapy beigg evaluated (e.g.,

-
”

Rogerian,‘Adler§an, behavioral, etc.). Even the simple labeling‘of the:
psychotherapy in a single siudy grew unexpectedly difficult ;t times.
Could a psychotherapy described as "non-directive reflection of feeling
plus empathic’ understanding’ be properly coded as Rogerian in thé

o ¢

»




abseﬁ!e of the investigator's having labeled it Rogerian or otherwise

.

referred to Carl Rogers? Yes, it probably was safe to do so. But
what of tougher cases? . Sufpose an investigator reported a study in

whic® he compared "psychotherapy" against a wait-list control group;

. ‘ ‘ s
rather than naming the specific type of psychotherapy he merely referred

to the therapists attempts 'to interpret clients' defense mechanisms

and help them gain insight into the causes of their difficulties." -

R ’

is it safe.to assume that the therapy was psychoanalytit psychotherapy

anc code it as such in the meta-analysis? Or would it be more prudent
, )

LA
. to classify the therapy as "eclectic insight<therapy”? There's no

[

general answer since questions at this level woul? be resolved by
particular considerations of purposes we haven't specified. The examples
merely illqi:rate Whe complexities of defining and recognizing qualities
(requisites of meaSurement} of studies from written reports.

In our work on psychotherapy outcomes, complexities of measure-

C. 14
ment (or classification) were encountered again at a more general level.

More than twenty specific types of psychotherapy appeared in the nearly
400 experiments. These twenty were fairly easily grouped into ten more

general type?’of.psychotherapy: Rogerian, Gestalt, Rational-emotive,
. :

’

Transactional Analysis, Adlerian, Freudian, Psychoanalytic Psychotherapy,
Behavioral Modification, Systematic Desensitization, and Implésion.\ It
was deemed worthwhile to attempt to group these ten, psychotherapies into

a small number of more general class so as to address additéonal questions

in the meta-analysis. But questions remained about how this grouping
might best be done. On the basis of what evidence or what process of

judgment would therapies A, B and C be deemed to belong to Therapy Class 1
’ N
o . ¥ ~
Q B 87
ERIC Sy
.‘;"g-'v\vb'- {jJ
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o

and therapies D ang E to Therapy Class II? In a general sense, the

. ,
question was one of measurement validity, even if measurement in this

igstante was only classification and coding. FPerhaps the least valid

.

rouping of ther&Pies into homogeneous classes would have been based .
g g

or. our own unexplained judg?eht of which therapies were similar to which

\, \

. k .

others. Instead, we enlisted the help.of about twentv-five clinicians
- R - -

and counselors. TFor about ten hours we studied and diseussed the theory N

t Lid <
.

and technigues of each of the zen psychotherapies. Then the therapists

gave their rankings of the similarities among the psychotherapies using
the method of multi-dimensional rank-ordering (Torgerson, 1958).
L J

similarity judgments were then subjected to analysis by
- ’/’l

[ ol 1

The therapists

multi-dimensional scaling (Shepard, 1962). A graphic representation

»

rfsulted of the therapists' pétceptions of the similarities among the

ten psvchotherapies (see Figure 4.1). 1o the three-dimensional space in :
-

igure 4.1, the distance between two therapies (represented by black
]

* ey

circles) is inversel®¥ related to the similarity between the therapies in
the perceﬁtual space of the judges (therapists). The four amoeba-like

.t 7
figures in Figure 4.l cdnnect therapies that are near each other in the
. . \
space. Thus, Rogerian and Gestalt therapies form a class of psycho-

v '

therapies, as do Rational-emotive and Transactional Analysis. In this

manner, four cldsses of psychotherapies were derived, and they were

b .

- [ 4
derived so as to reduce the influence of arbitrariness and tdosyncrasy —

thus, one hopes they represent a more valid classification (measurement)

> 5 -

of studies than m}éht otherwise Have been done. . -
) ~ 7
. i Lo

8¢ .

99 .
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Figure 4.1. Multidimensional scaling of ten pqych(»th“rnpié’s-‘
by 25 cliniciads and counselors
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Reliabilitv, Reliability ir the generic sense of the word .
4

4
refers to cqnsistency of measurement. What is the extent of agreement,

among different measurements of the same thing? THere exist pany
i

alternative ways inMhich the measurements to be compare¢ for agreement

may be different. TFor exatiple, in the familiar instances of the reliability

’

r L 2 s . . . ..
> 7 o measuTement ol human behavior the most prominent sdurce of different
) v s R . .
measurementis are temporal variations in the behavior itselif. &
¥ - . . - + . -
psycnc.cgist mey wis® IC measure pecrles' mood cn a scale of "happy.
. . .
—~ sac.” He may use tnhe same fifrv-cuestion standard inventory wizh eacn
-

13 . <
measurement sc that different scores could not arise from some
- \ -
instabilily in the more mechanical aspect of the testing; .but he may
- N '
cdiscover nonetheless tha: he obtains relatively inconsisten: scores
for persoms because their moods are fleeting: happy in the morning,
» . -

apathetic by lunch, melanchcly by evening. If the psychologist chose

~

. insteacd to measure mood by clinical interview, the potential scources

1

of unreliability might multiply: instability in peoples' moods aéross
time, differences among questions posed by interviewers from one
occasion“to the 5ext, ifferentes in the stad@ard§ of judgmegf employed
by-the interviewers, and the like. - Cronbach and his celleagues have

' brought psychometrics arqund to rhe notion that the guestion of measuremeht

reliability is basieally the question of the Xxelative contribution to
L . ,

- inconsistency of measureffent of multiple sources of differences among the
\ M

‘ conditions of measurement (Croﬁ@\ch, Gleser, Nanda and Rajaratnam, 1971).

This point of view helps one think more clearly about problems of
. .
. 9r~| ' ¥,
-

Q ' _i : )
ERSC | o , g
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‘import

.

measurement reliability that arise in research meta-analysis:
L 4 .
- .

<ne measurement prodblem in meta-amnalysis is the problem of

B
-~
' -

measuring (quaatifyihg, classifving, coding) the characteristics and

findings of Ssucies based on writtepn rehorts., That the thimg measured

hat canno: change from one dav tc the next b@i&e :

is z writien report ¢
for spirit "diiic" copies tnat eventually fade fnto illegibiiry?)

eliminates a major source of inconsistent measurement cthat plagues

measurement cf inZ:ivi The prancipal source of

oW
¢
m
o
o
vf
2]
(8]
«

1
o
0
(]
o
[o}
o
7]

Deasurement unreliability in'meta-analyses arises from differen: readers
(coders) not seeing or judging characteristics of a é:udy in the same .
way. Judge-consisiency or rater-agreement is the most important consider-

ation for our purposes.
There is no total remedy for theginconsistency that arises.among

.

different coders of the same research study. Explicit instructions,
. 13 .
specificity in definfng characteristics and Griindlichkeit will all

-

help-reduce the problem somewhat, but there are limits to what can be

specified befsge»the fact and how much detail can be imposed on coders

before they quit. The guidelifes we propose are 1) good sense and
¢

reasonable care at the outset, 2) assessment of the extent of disagreement
by hayipg multiple judges read a,set 8f common studies, and 3) correctigp

- ) .
of flagrant ,inconsistericies discovered a: step #2. Step f£2 is the

ant one;.all but the simplest meta-analyses should be subjec:eé -

- +*

to an assessment of the religbilidﬁ (in thé’ra‘fr-agreement sense of the

word) of the coding,prqfedures. .

An example may Melp clarify this reCOmmendasjég. In assessing
. r
L
. )
3 1"&, =

3 . .
- I 4 £ PR
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the comparative effects of drug vs. psychotherapy, Smith, Glass and
. )
Miller (1980) developed an extensive coding systew' for scribing the
: . g : ’
characteristics and findings’of 151 experiments colledted from the

\

. . 1
literature of psychopharmacology. To tes:t the reliability of the
}

PR , . ~

stucles, and one codec 3. The judges were unfamiliar with the psvcho-

coding, 2 judgeé were enlisted to,code 5 studies., One judge coded 2

pnarmacclogical literature, but well-practiced in general coding and
-~ . - v - -

effect-size calculation common in meta-analysis. ) !
The 5 studies were included in the 151 stodies gathered for .

. n s . ) hd Beed

the wmeta-analysis. EZach®udge received a drug-only study and a study
'l drug-plus-psychotherapy. The studies were chosen at random from all

J

stucies under ten pages in length. This restriction of length was

adopted to reduce the time neceséﬁry for the judges to devote to the task.
'l -

Iy

A brief list of coding conventions was given to each judge, with a.

Teques: to code ornly the effect size for one or two dependent variables

. ¢

/ .
if there were many from which to choose.

’

One hundred sixty-two ratings ‘were recordéd by the 2 judges over

the 5 studies (not including the effect sizes themselves) and were .

. v

matched with an equal number of ratings by a third judge. One hundred

twenty-two (75 percent) were identical’ and another 13 (8 percent) were

- -

ewithin one or two scale points for five-point rating scales or continuous
variables such as patient age, duration of treatment, and the like.

Seventeen percent of the ratings were placed into the wrong category ',
. .

or were off by more than two scale points.¥ These incorrect codings

included such inconsistencies as the rating of an outcome measurd as

G2
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nospital adjustment rather than work adjustment or as somatic sSymptoms
instead of anxiety. The céaings of the two judges did not differ
substantially from the codings of the third. i

Agreement between each judge's calculation of effect sizes and
an eﬁrl;er independent calculation was substantial. 4 sixth study das
added exclusively to give another test to the replicability of effect-
sizé calculation. This study was chosen to represent a relatively complex
case for calculation. Calculated by the second judge, it is reported

last in Table 4.2 below.

Table 4.2 Effect sizes for two judges compared 10 those of a third judge

ES for ES for

Study Judge Judgeno 3 s Size of error

Judge ! Study | 0 50 054 004
Study 2 064 067 003

Judge 2 Study 3 -1 15 -095 020
Study 4 ¢ 087 085 002

Study § 1 58 ] 58 000

Study 6 1.08 093 018

ES =059 ES =060 Average 007

——

*

The ES's, effect sizes, referred to in Table 4.2 are mean
differences divided by standard deviations, a measure of experimental
outcome alrgady encountered several times in this text. It may ;trike
the readér as curious that in only one of six instances in Table 4.2 did
the two judges make calculations of effect size that agregd through two
decimal pl;ces. Be assured that the discrepancies (none terribly large
and on the average quite small, viz., .07) do not seem surprising ag all
to us. As will be seen in Chapter V, although the definition of ES is
very simple, itg calculation in particular instances can be extremeiy

complex, frequently calling on complicated judgments about how to

aggregate sources of variation, about when to make simplifying

¥
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assumptions and when not to, and often 'entailing arduous chains of -

calculations in which accuracy may be compromised by rouncing off a

six-digit answer to four digits at some intermediate stage.
'

e

s 4

CHARACTERISTICS OF STUDIES

The characteristics of studies that are most important in a
meta-analysis (apart from the findings, of course) can be roughly

classified as either substantive or methodclogical. Substancive features

are those characteristics of studies that are specific to the problex
studied, e.g., in a meta-analysis of drug treatment of hyperactivity the

~r |

substantive characteristics might include, 1) the type of drug administered
(caffeine, amphetamines, etc.), 2) the size of the dose, 3) the age of
the subjects, 4) the presence or absence of checks for ingestion, and

so on. The methodological characteristics of studies are more general;

" . b

they may/be nearly the same for all meta-analyses of a general type,
\ s

such as experimental studies, correlational studies or surveys. They

include a virtual table of contents of research methods books: 1)

sample size, 2) test reliﬁbility, 3) randomization v. matching v. non- .

equiQalent groups, 4) degree of subjeEt loss, 5) single-blind, double-~
/ [ * -

blind or unblinded, and the like.

.The purpose underlying coding the substantive and methodological
characteristics of studies is the same: one wants to learn whether the
findings of the studies differ‘depending on certain of their character-
istics. A.meta-analyvsis seeks a %ll, meaningfu'l statistical description
of the findings of a collection of studies, and this goal typically .
entails not only a description of the findings in general but also a

description of how the findings vary from one type of study to the next.

94 1()‘; , .




" An example might clarify the use of bo:th substantive and nethodological

study characteristics in. this respect. ,

P

In a meta-analysis of the relationship between school class-size

mnd pupil achievement, we coded nearly thirty substantive and methodological
’ . “

features pof each study-including the findings, viz., the standardized
average cdifference in achievement between the' larger, L, and the smaller,

S, class (Glass and Smith, 1979). The characteristics coded'fo;‘each

rd

study includec where the study was publ?shed, in what country thg
research was performed, the éate of putlication, which subjects were
taught to the pupils, and many others which can be seen in thg facsimile
of the coding sheet that is reproduced as Table 4.3. -Using statistical ’
models that will be presented in Chapter V, the data from over 700
comparisons of pupil achievement in smaller and larger classes were

integrated into an aggregate curve descriptive of the relationship

as revealed by the empjriéal researcﬁ’literature. But the analyses did g

L g
not stop there., Many persons-feel that the nature of the relationship

»
between class-siZe and learning may vary depending on what subject is

taught (math lea}ning may flourish in small classes, but not physical

education, for example) or "the age of the learners. ‘Moreover, it is
Y
possible that a flaw in research methods (unreliable tests or improper

statistical analysis, for example) obscures the class-size and achievement
BERY

. relationship in some studies. To check for these possibilities, we
\hnalyzed the class~size and achievement relatioﬂlhip separately for

various subdivisions of the data. For example, all studies involving

£

pupils in grades kindergarten through six were separated from those done
i 95
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Table 4.3 « /

CLASS SIZE CODING SHEET

.
L] * \

.DENTIFICATION: ‘ 1 ‘
1) Study ID#: -, 2) Authors: - . 3) Year:
&) Source of data: _Journal  _Book  _ Thesis  _ Unpublished report
5) Classiffcation of study: _Class size - _Ability grouping  _ Tutoring
__Psychol. experiment _ Secondary analysis
6).;ountry of origin: - . . .
NSTRUCTION: )
I) Subject taught: _ Reading  _ Math  _ Language __Qt“%r: ’
2) Duration of instruction: __  hrs, ___weeks ‘ .
3) Supplemental vs. integral: _Instruction supplemented other large group instruction.

::Instructjon constituted entire teaching of the Subject.

4) Adaptation of instruction tp class size:
Type of instruction in smaller class:

Type of instructipgn in larger class:

Ry

- Smaller Class Largqf.c1ass

5) No. of pupils:. - » .

6) No. of instructional groups:

7) No. of instructors:

8) Pupil/instructor ratio: ™
‘9) Accuracy of estimate of rat{o: Lo AV Hi .~ lo AV Hi

10) Instructor_type: _ Teachers  _ Adult ai8es of tutors . Both

11) Sex of teacher: _M _°F ; ot .

12) Years teaching experience: years "
CLASSROOM DEMOGRAPHICS: . °

1) Pupil ability: _1Q< 90 ~_90 < IQ <110 _ 1Q> 110

2) Percent pupils female: 4
3) Ages: 4 5 6 7 88 10 11 12 13 14 ‘15 16 17 18
4)

.

Average age: years

96
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Table 4.3 (Continued) S

. M ! . ‘

STUDY CONDITIONS: ~ . v
1) Study setting: ~_ Regular classroom __txperimental setting - ' o
2) Assignment of Ss-to groups: _ Random _Mat;hed‘ __"Repeated ineéswes"

__Un#dﬁtro]]ed

:) Assignment of instructors-to groups: _ Random . _Matched _ "Repeated measures"
! ' ‘ __Uncontrolled

&) Percent attrition: Small.class: % Large class: %

3

OUTCOME VARIABLE:

1) Type of Outcome Variable: a . |
__Standardized achievement test:

__Ad ‘hoc achievement test: — y =

__Pupil attitude: - - ~ .

__Teaching behavior:’

w,__Pupil3teacher interaction::

~_Teacher attitude or satisfaction:

-2) Quantification of Outcome:
__Gain scores {simple)
__Residualized gain scores
_Uncorrected dependent variable
. - ) .
3) Congruence of instruction and outcome measure: Low Averagg High

4) Follow-up time: weeks from the end of instruction to the measurement of
. outcomes

5) Standardized. mean differefce (Smatl-Large); L. -

97
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with pupils in secondary school { a substantive characteristic).

. ' A 4 " . - o, ) ‘
The gg‘tistlcal curve describing how achievement is related.to class--
- ‘ N e . '
 size was then Qeriued‘for\each of these two parts of the data., It so
& ‘. ‘ . ' o s s
hapﬁéned that th%,tvo curves were nearly the same (within statistical
: o - : . L ) o
error) so that there was no need, to modify the.coffflusion of a class-
€« o i ' ’ fo " ’

athievement relatibnship for different agékgréups of: pupils.

r, ohe' methodological characteristic of the stydies was
strongl} relaked to our conclusions. Over- 100 compariscns of achieve-

. ! . . -

»
"ment in smaller and larger classes came from studiet in which the

4
oy e *
, threat of pre-existing differences between classes was control_le‘

- . P
'

by random assigogment-to the t¥o glasses’ thé remaining comparisons |
. — . . ‘t,~ : . ! .
came from studies in which poor controls were achieved (e.g., naturally
I - oo A R ' . .
occurring smaller and larger classes were' compared). The studies were .
S , - \

thus d%ftinguiﬁhed withhyrespe¢t to a characteristic of research method.

1 . . . . ' = )
When the statistical curves we:aqﬁgrlved for these two parts of the

S data, quite a-different picture emerged from what was. seen when

\

elementary;gfadg and secondary~-grade studies derq compared. The graphs

& ’ '
of the two curves aqsgar in Fi¥ure 4.2. Not only what we said about the -
class~size and achievement relationéhip but what we %pncluded about tﬁi}

"‘Erustworthiﬁess of- research on the question were affected by our disggiery

4

that theé study findings varied as a function of metgodological character=

v o o ‘ | .
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y
An Example of Studv Coding

LIN

~ 3

In our meta analysis of psychotherapy outcpme experiments
\ .

kSmith, Glass and Miller, 1980), we developed a long list of subs:agtive

and methodological characteristics for describing :hslresearch literature.
, ) .

The numeric codiq. of each study extended across hearly three computer

cards -- 211 digits of coding in all. A facsimile of the coding sheet
[} h -

>

appears as Appendix A. It dontains the following variables en which

eaéhxstudy was classified: date of publication; form of publication;
- od -
professional affiliation of the experimenter; the degree of blinding
* 4

-

used in the study; whether more than one treatment was simultaneously

< 4

R .
compared against the cdntrol group client diagnosis; previous hospitali-
. s » ’ g 3 N
zation; intelligence; age; sex; similarity of client to the therapist;
the means by which the clients were obtained for the study; means of
assigning clients and therapists to comparison groups;mortality‘(loss

7/ .
of subjectsi/from samples; internal validity of the study; the type,

100" )
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V-

duration; modality, and location of the treatment; sample size;

therapist experience; type and reactivity of outcome measure and the
" .

. hd » .

time after therapy when it was measured; whether factorial effects v

were tested; and the statistical procedures for determining the size

£

of effect‘produded by th@ therapy. Each variable is further described

i
w
bElOU.
”

A
Each study was repd end a coding form was completed ¥or each

\> outcome and each comparison;in the study. This task presented z °
- v ¢
range of-difficulty depending on the clarity of the research report
and the coanformity of the experimenter to stagégrd research practices.
. . e
. A list of coding cdnventions was developed during the pilot phase of
ht ] -
the project and was used to guide the classification of studies
u whose characteristics were ambiguous. These conventions are expleined
in the following paragraphs.
Date of Publicatjon. This was recorded as stated on the
P
manuscript. Same studies weré“purlished more than once, and .
- .
in this case the earlist date was recorded.
~ " .

‘e

Form of Publication. The study was classified according

to the form in wh¥ch it appeared: Jjournal article, book,

dissertation, or_unpublished méhuscript. If more than one o
form was used, such as a dissertation later published in a

, ' journal, the study was designated in its most accessible forh.

‘ ‘Professional Affiliation of Experiﬁenter. The study-was

7 »
classified, according to the affiliation of the experjmenter,

as either psycﬂology, educatien, psychiatry, social work, or

ERIC - T =
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- ¢

"other." -This classification was determined by the institutional ‘
S . ’ ¢

and departmental identification on the manuscript, or by member-

“

ship in the American Psychologjcal Association. e I

R LI
s

Blinding of Experimenter. This variable represents the -

degree of blinding that prevajls in the assessment-df ouicomes or
in the administration of these in the study. If the experimenter -

or;the dutcome evaluator was kept uninformed about wherher each

LY

subject was in the contgol group or the treated group, the stugy
was classified as "single blind." If no information was provided

that showed that the experimenter or evaluator was kept uninformed
- ) ‘ '
about group composition, the study was categorized as either

"experimenter did the therapy" or "experimenter knew the composition -

. L 5
of the groups but didn't personally treat the client."

N 4

Client Diagnosis. In the meta-analysis, the diagnostic

e~

label that the experimenter used was recorded and classified .
o ~
into a twelve-category diagnostic system. The categories were

(1)‘neurotic or jtrue (complex) pg;bic, (2) simple (monosymptomatic)
phobic,.(B) psychotic, (4) normal, (3) character disordéréd,

(6) délinquent or felgn, (7) habituee (e.g., alcohol, tobacco,

Afug addic;ion), (8) emotiomal-somatic disordered, (9) héndicapped
(physica&ly or mentélly), (10) depressive, (ll)‘mixed diagnoses,

-~ .

and (12) unknown. N o)

Hospitalization. The number of years of previous hospitali- .

zation, as stated or™implied by the author, was another indication

'

102 1‘1:3 )
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about cl:

of the severity of client distress and was recorded.
. o
Igtellfgence. Intelligence of the clienz i¢ frequéh:cly

°
LJ

cited as mwedigting the effects of psychotherapy. The intelligence

hd .

of the group was rated as "belaw average" for IQ scores less
than 957 average" for IQ scores be:tween 95 and 103, and "above |

/ :
average' for IQ scores gbove IB5. The source of information.
. - ’

-
1

m

nt intelligence was zlso recorded. In &4 percent of

L

the studies, IQ was reported by :he/;xpetimen:e:. n £1 percen:

cf the stucies, IQ could be inferred (at leas: with the accuracy

~

necessary to make the three gross distinctions) from the client's

placemen: in some. institution, such as_a college or a treatmen:

facility for the'méntally retarded. 1In 35 percent of the cases,

-

client intelligence could not be assessed from the report and

r . ) . N .
therefore was estimated as average.

« =

Client-Therapist Similarity. The socioeconomic and ethnic
A erap .

similarity between client and therapist is also thought to

influence the outcome’ of therapy. The cultures of the therapist

“and the client are similar in the sense that they share 'common

languages, value systems, and educational bickgrounds. The .

more healthy the client, the more he resembles the therapist.

The studies were rated for similarity between the' client and the
¢ A 4

typical white, middle-class, well-educated therapist. The

highest value (4) was used for studies &f white, miﬂ‘le-class.

.

well-educated, and mildly or moderately distressed clients. The

-

lowest value (1) was used when. the typical Eherapist treated

,103. 111
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a .
5 .

lower—class minority or severely disturbed clients. ,

t

1

Sclicitation of Clients: The use of volunteers in therapy

studies has been sufficient cause for some previous reviewers

*

to disallow these studies as tests of therapeutic effect. Yet
’ . . ) .« . ‘ -~
in the case of most analogue studies, the volunteers reported

symptoms, requested and were given psychological treatments to
remecy them. It is possible that they differ only in degree fron

rezl” clients who independently seek treatment. The studies p
were classifiec according to whether (1) the subjects were
7
solicited 'for therapy by the experimenter (usually by offering

”

treatment to psychology students who obtained extreme scores on

anxiety measures); (2) the subjects came to, the treatment program
LY

in response to an advertisement; (3) the subjects recognized ‘the

. existenge of.a problem and sou hf treatment; (4) the subj&cts
§ P g 3
: ’

were reggrred for treatment; or (5) the subjects were cormitted

: tc the treatment, with no choice.

t
'

-Assignment to Groups. A characteristic often afforded mosst

importance in judging the validity of a comparative study is how

the experimenter allocated subjects to treated and control . -

) ’ i '

groups. Random -assignment insures, within probability limits, -
\ that the two groups are initially: comparable and that differences

between them of the post-test are fattributable either to

‘ A , ' :
' chance (with probability equal to the signi?icance level) or

- -

30 the treatment and to no other source™of influenge. Matching

. * a ’
] -pairs of subjects is the next Rest method, although using it
. o

10415 |
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- ¢ N -
-~ “

’ ¢
presumes that_,all sources of influence on-therapy are known
o * P ,

and can be used ;s‘match§ng variables. \

v o, o ..

; - Moreover, .

[ . _ ©

1t renders significance levels meaningless when calculated in
ik
»

the ‘usual ways. Ex post facto matching, covariance. adjustments,
o b N . .
and equating on pretest scores are less satisfactory allocation
methods, but still better than no matching at all.’ ﬁ;uﬁies were
)

Fhéssified according «tc the assignment of both clients and

tnerapists to groups.

Experimental Mortalityv. Dropouts from treatment and control

groups represent a critical-probler in psychotherapy research.
¥ysen ck and Rachman declared that a dropout must be considered
Al

& treatment failure. Yet early termination can be.explained by

3

a variety of reasons other than treatment failure. These include -
economic problems, family or work problems unconnected with the

psychological difficulties, amelioration of symptoms, scheduling
K , ~
. shanges, physical iIrllness unrelated to treatment, and even-death.
(

Unless these alternative explana;inC are accounted for, the

premature terminators cannot be cla ified as either successes ¢

¢

or failures. Yet the decision to include or exclude terminators
- /

from final statistics may have a substantial effect on the findings

of @ study. Because the decision is made on professional judgment
; : P N N
rather than independent empirical justification, the decision C e

invites bias. o

-

e
o

Premature termination is best regarded as aapfggiem of the

*+
¢

/ Flgs
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4 v

internal validity of the study and not confounded with outcome

measurement. In this study, the percent mortality was cgzed

.~ &

separately for treated and untreated groups. These figures were

occasionally difficult to ascertain and involved gomparing

degrees of flteedom in post-test analyses with the numb;rs of .
subjects orginallv allocated to groups. A study might also
have different rates of mortalicy at;;he times of Eﬂe post-
test and the follow-up. These different mortalzty percents

were notec: separately. ' .

\“ . ) l

Internal Validitv. The internzl validity of a study was

judged on the basis of the assignment’of subjects to treatment -
J

and the extent of experimental mortality in the study. To be

judged nigh on the intefnal validity scale, a study must have
used random assignment of subjects to groups and have a rate of

.

mortality less than 15 percent and equivalent between the two

¢

groups. f mortality was higher or nonequivalent, internal
A}

validity was still rated high if the experimenter included the .

.
.

scores of the terminators in the post-test statistics or established

/
f

the initial equivalence of terminators and nonterminators.

t

Medium internal validity ratings were given to (1) studies with

randomization but high or differemtial mortality; (2) studies with
4 ¢ . .

"“failed" randogiéation procedures (e.g., where the experimenter
beéan by randomizing, but then resorted to-other’allocation
methods, such as taking the last ten clients and putting thenm

s
into he controi group) with low mortality; and (3) extremely

A

7
.
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well-desipned matching studies. Low validity studies were those
- A
whose matching procedures were quite weak or nonexistent (e.g.,
where intact cénvenieﬁce samples were used) or where mortality
was severely disproportionate. Occgsionally, statistical or
measurement irregularities decreased the value assigned to
internal validity, such as when an othe;wise~well-de51gned study
ezploved different testing times for treated and untreated
groups. This measure of internal validity was not contacinated
oy sample size, reactivity of measures, or the degree of blinding

erploved in the study. A1l four constructs were assessed separately.

dllegiance of the Experimenter. ,Faith in the therapy on

’

the part of the therapist has been mentioned-as a putative cause

Y]
of positive therapeutic effects. From the tone and substance of

i
the research report, it was usually possible to determine whether

the experimenter was partial to the treatment evaluated. For
example, when the report contained enthusiastic endorsements
of the therapy, this variable was coded as pbwitive. Where a

second therapy was clearly a foil for the favored therapy, this

»
4

variable was coded as negative. Placebo treatments were always
coded as negative. Where the experimenter was the therapist,

this variable was coded positive.

-

/ [
Therapy Modalitv. Each study was coded for the modality in

which the iherapy was delivered —-- individual, group, family,

mixed modalities, automated, or "other."

. .
IS
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Ireatment Location. CEach study was coded according to the

1 -
location in wH&ch the therapy was delivered -- school, hospital,

mental health center, other clinic, private practice, college

facility, prison, residential facility, or "other."

Therapy Duration. The duration of therapy, both in number

N s
of hours and weeks, was recorded. The rate (hours per week) of

therapy was computed from these two variables.

»

Therapist Experience. The number of therapfsts used in the

study and their experience in years was recorded. Because
reports were frequently lacking this information, the following

conventions were developed for translating relevant bits of

‘information into years of therapist experience when no more

specific information was given:

- Undergraduates or other untrained assistants = 0 years

MA candgaates ) =1 year
e

MA-level counselor or therapist = 2 years
Ph.D. candidate or psychiatric res}dent 3 years
Ph.D.-level therapist 5 years
Well-known, Ph.D.-level therapist 7+ years

' 1
.Outcome Measurements. Previous reviewers have struggled

with the philosophical and technical problems connected with the
selection and measurement of outcomes. A reviewer might count a
study as supportive or not suppdrtive of the effectiveness of

v

psychotherapy based on the statistical significancevof the outcome

108l 14
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measure. Yet most studies emploved more than one outcome measure,

using.differént instruments or the same instrument given at

different times after therapy. When different measures produced

different results, several’ strategies were employed to cope with

this problem. A study could be couﬁted twice, for example, with

one vote for)qmd one aga;ys; the therapy. Or, if a study showed
A

positive effects at therapy termination, but no effects at the

s

follow-up, that study could be listed as a negative indicator of
therapeutic effectivebess. This strategy exemplifies a confusion
[

between the use of empirical research for theory building and
research done for evaluative purposes, i.e., to determine the
effects and practical value of a treatment. The direction of

-

desirable therapeutic effect was obvious in nine out of ten
cases by examining the research hypotheses stated by the

experimenter or the narrative description of results. In the

remainder of cases, the Mental Measurements Yearbooks were

consulted, or other studies that had employed the same measure.

Each outcome measurement listed by the experimenter was used in

-

the meta-analy;is. Each measure was weighed equally; however,

A
redundant measures were elimifated. I1f, for example, a second
measure matched‘tﬂe first in outcome type, degree of reactivity,
fbll?v-up time, and appr?ximatg size of effect, the second measure
was deeme¥ redundant and ordinarily not included in the meta-

analysis. When subtest srores of multifactorial test batteries

(e.g., MPI) were reported, and the subtests yielded results that

\were only randomly different from one anpther, an average of the

-

B

-

.
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subtests was used. Total test battery results were used in

.

. favor of separate subtest scores.
The specific outcome was recorded and grouped into one of
twelve outcome types: (1) fear or anxiety measures; (2) measures

of self-esteem; (3) tests and ratings of global adjustment;

‘

(4) life indicators of adjustment; (5) personality traits;

(6) measures of emotional-somatic disorders; (7) measures of,

addiction; (8) sociopathic behaviors; (9) social behaviors:

(10) measures of work or school achievement; (11) measures of
[

-

vocational or personal development; and (12) physiological measures
rof stress. The table below contains the outcome measures that
were grouped within two outcome types: 1life indicators of

adjustment and social behaviors:

“a ' v

Outcome labels grouped 1nto two outcome types

Qutcome type .
Y Life indicators of adjustment Social behaviors i
' [ 4
Number of imgs hospitalized  Interpersonal maturity
Length of hospitalizations Interpersonal interaction *
Time out of hospital Social relations
Employment Asscrtiveness
Discharge from hosputal IPAT sociabilnty scaic
Compietion of tour of duty Acceptance of others
‘ Recidivism FIRO-B
- "t Dating behaviar measures
Problem behavior in s¢hool social setting
Socual effectiveness
) Socral distrcss .
Sociometric status
Social distance scale
. Sacial adjustment
4
" .
»
\[
C i
. l)
/\) ' 1 < 1
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Reactivity of Outcome Measure. Highly reactive .instruments -

Q .
are those that reveal or closely parallel the obvious goals or I
valued outcomes of the therapist or experimenter; wh%ph are under

L 4
: control of the therapist, who has an acknowledged interest in
achieving predetermined goals;, or which are subject to the
client'; need and ability to alter his scores to show more or
less change than what actually took place. Relatively nonreactive
v A\]
measures are not so easily influenced in any direction by ary
’ . v v v . g v v )
<§? the parties involved. Using this definition of reactivity,
it was possible to define a five-point scale with the low end .
anchored at unreactive measures, such as physioclogical measures
of stress (e.g., Palmar Sweat Index) and anchored at the high
end with therapist judgments of client improvement. Points on the
> .
" . J
scale are further illustrated in the following table:
Conventions for assigning values of reactivity 1o tests and ratings
Reactivity .
value . ‘ Tests and ratings of therapy ourcome
_
1 (lowest) Physiological measures (PSI, Puise, GSR). grade point average
2 Blinded ratings and decisions—blind projective test ratings, blind ratings of )
symptoms, blind discharge from hospual )
-3 Standardized measures of traits having mimimal connection with treatment or
. . therapist (MMPL. Rotter 1.E)
- . 4 Experimenier-construcied inventories (nonblind). rating of symptoms (nonbiind),
_ any chent sclf-report to expenmenter, biind admimistration of Behavioral -
) Approach Tests
5 (highest) Therapist rating of improvement or symptoms prgjective tests (nonblind),
. - behavior in the presence of therapist or nonblind evaluator (e g | Behaviotal !
' . Approach Test), instrumets that have a direct and obvious relationship with *
treatment (¢ g , where desensitization hierarchy nems were taken directly . |
from measunng instrument) .
~ ) .
L 4 - a
L4
Y »
o .
. ., \
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. . .
« Treatment. Tp determine whe¥her the therapeutic effect

produced in~a study \‘:af related to the type of treatment used,
L4 ’j .’
", : a
\__.. a system for’categorizing treatments was developed.
' 9 g . .
1) ¥svchodynamic therapies were those employing concepts
- Lo :
such ¥s unconscious motivation, transference relationship,
defense mechani5354 structural elements or‘persoﬁality (id, ego,

8upef2go) ego development and analysis.

o 2) Dynamic-ecléctic.:herapigs are based on dynamic personality
\ .
theories, but employ a wider range of therapuetic techniques

a ' - .
and interactive concepts than the more orthodox Freudian theory.

J3) Adlerian therapy (Adler is refereﬁged by Dreikurs and

wothers) is based on the never-ending strivings of the
personality to escape from a sense of inferiority. S!;iving
. 3

for superiority alienates people from love, logic, community

~
<

life, and social respensibility. . !

ﬁg‘ HypnotHerapy (Wolberg)is one type of therapy that uses

[ . ,
.hypn;gis as a tool for increasing relaxation and suggestibility

-

and weakeﬁ?%g ego defenses. As described by lewis Wolberg, =~ «

-

hyphotherapy is closed related to psychodynamic theory, suggesting

.
that such neuro:ic sta aé anxiety, hysteria, and compulsiPns -

«

are susceptible to this treatment. .

»

~5) Client-centered or nbﬁdireccive\psychotherapy is
associated with Rogers, Truax, g?rkhuff, Gendlin, and Axline
Co S N 4
(nondirective play therapy with children) among bﬁbers. The
.A

Key concg&tstof this therapy include the necessary <onditioms of

\
therapist congruence, empahpy, and unconditional posdtive regard

N,

oy )




for the client.

6)v Gestalt therapy was developed by Perls (Perls, Hefferlipe, - r
and Goodman) and, like Rogerian therapy, is humanistic ;nd
phenomenological in philos;phya The key concep!.tn this thé?apy
is awareness. .The healthy person can readily bring into awareness

v

all parts of his personality and apprehend them as an integrated
~ -
whole. Therapy is a process of heightening awareness through
immediate here-and-now emotional and phvsical experiences and {
’ . Q Q I3 3 ’ .
exercises and integrating alienated elements in the person
’ .
(e.g., healing the "splits" between body and mind, conscious and
unconscious).
&

(7) Rational-emotive psychotherapy was developed by Ellis and

rests on a cognitive theory of human persomality and therapeutic

:'intervention. The ABC theory holds that human reactions (C) follow

from cognitions, ideas, and beliefs (B) about an event, rather than
from the event its;lf (A). The beliefs may be either rational *
(logical, empirical): or irrational. fhese irra®onal beliefs

are cémmon_for people in distress and pervasive in our society.

They include the notion that ome must be universally loved, or

&6 @ '
~that failure.at a task is utterly catastroﬂic. The therapist

~

Qemonstrates the ABC theory in relétion to the client's problem,
;on;inces the client of the truth q‘ the thebry, confronfs the
irratioéal reactions, and teach;s the client to confront them
himself. The objective of therapy is to replace the irrational,
self-defeating cognitions witghlogical and empirfcally valid

u

cognitions.




X

8) Other cognitive therapies comprise a family of

- \

therapeutic theories related to Ellis's rational-emotive psycho- 4
" )
therapy in that the place of cognitive process — faulty beliefs,

irrational ideas, logically inconsistent concepts =- is-central.

Theorists in this family include George Kelly, Victor Raimy,
\“ipnd Donald Tosi. They are similar in that the therapies are

“_ .

often active, didactit, directive, sometimes bordering on being

hortatory. The'therapists confront logical inconsistencies,

interpret faulty generalizations and self-defeating behaviors,.

'assign tasks to work on, and generally use suggestion and

persuasion to get the glient to give up his self-defeating belief

»
”

system. -
L 4 . )

9) Transactional analysis is primarily associated. with
Eric Berne who developed a personalify theory based on three ego
states = the parent, adult, and child —- and tﬁe interrelationship
of these ego states within a person and between persoms. All

.

beliefs, ‘cognitions, and behaviors are under the .control of r

. these ego states. Jherapy cmsists of on-g’/ (usually group)

diagnosis and interpretation of the structural elements of
communication and interaction, with‘he goal of imprpved reality

testing and complementary tradsactions. |

< 10) Reality therapy is identified with William Glasser

7 and is based on the idea that persons who deny reality are

unsuccessful and diistressed. Mental illness does not exist —-
only ﬁisbehavior that is based on the denial of reality. Reality

is achieved by the fulfillment of the basic needs -- to love and

’

AL
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and be loved and éo feel self-worth (success identity).. The
therapiét estéblisgés a personal relationship with the client;
attends to present behavior rather than historjcal events or
feelings; interprets behavior in lighf of the theory; encourages
the formation of va}ue judgments about correct behavior and a
plan for chénging behavig?, rejecting excuses for a failure to
change, and ‘the de;elopment of self-discipline.

1) Sf‘irnatic desensitization is a therapy based on
scientific behaviorism, primarily associated with Wolpe. In

» .
this .therapy, anxieties are eliminated by the contiguous pairing

* of an aversive stimulus with a strong anxiety-competing or

anxiety-antagonistic response. The usual procedure is to teach

the client deep muscle relaxation (a‘response antagonistic to
« I 1 ]

anxiety) and then introduce anxiety-provokfﬁg stimuli, arranged
»

. in hierarchies, in connection with the relaxation until the

client can confront and overcome the anxiety directly. The
behavioral ﬁrinciples involved are reciprocal inhibition, counter=-
‘conditioning, or extinction.

12) Ipplosive therapy,.developed by Stampfl, operates on

many problemé similar to those addressed by systemétic desensiti-

»

zation, add is based on classical conditioning models. The

A
>

therapist directs the client's imagery so that he is forced to

- w

imagine the yorstﬂpQ§sible manifestation of his fear, end the

. / '
connection between conditioned stimulus and conditioned response
N
is extinguished.




13) Operant-respondent behavior therapies are a family of
tredtme?t programs in which the scientific laws of learping are
invdked. The client ;s viewed as & passive recipient of reinforce-
ment or conditioning. Proponents include Skinner, Staats, Bijou,
and Baer.

14) Cognitive behavior therapies are a family'of therapies
in which laws of learning are applied to cognitive! processes.
Unlike the s:ric:l§ operant or respondent theories, in cognitive-

} ; .
behavioral thegapies, the client is more of an active agent in
his own therapy{ occasionally even administering the treatment
. himself (e.g., self-contr;l desensitization). Modeling treatments
are included in this family of therapies because the client must

V
identify with the model and adopt the behavior for which the model

(but not the clieﬁt) is reiﬂforced. Among the proponents of
cognitive behaviorism are Donald Meichenbaum, Albert Bandura,
and Mahoney.

15) - Eclectic-behavioral therapy is a collection of tréatments
that empioy‘behavioral principles in training- programs designed

to affect a variety of emotional and behaviorel variables.

Assertiveness training is the principal therapy, and Lazarus and

- . "‘w
Phillips are among the proponents. !

! 16) Vocatiopal-personal development counseling involves
providing skills and knowledge to clients to facilitate adaptive
development. Frequently, a trait and factor approach is used with

aptitude and personality testing, diagnosis, prescription, and '

127 ‘
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interaction with the client to faciljtaze the development of
*. e
personal] social, educati#nal, and vocational skills. Among
Cx . , N
the proponents are Theo Volsky and Williamson. .

17), "Undifferenziated counseling" refers to therapy or

+ . . . . :
counseling that lacks descriptive information and references tha:

would identify it with proponents of theory. It is usually

practiced in schools (i.e., the zZlients were given ordinary ‘
. . . /

counseling), but some:imes is used as a foil against which a

more. highly valued therapy can be compared. Tha: it cannor be

[\ 4]
n
rt
la}
'Y
a

uted to ary single theorist or group of writers is 1nd;caé&ve

of its lack of theoretical explication. <
18) Placebo treatments were often included in an experimental

. i

. . ' . , - . !
study of therapeutic effectiveness. Placebos were used to test \\

the effects of czlient expectancies, therapist attention, and other
[y 4 .

nonspecific and informal therapeutic effects. The placebo

treatments tested in ‘the meta-analysis were the following:

4,
relaxation training, attention control, Yrelaxation and suggestion,

.

relaxation and visualizatio?gef scenes in an anxiety hieraréhy,

group discussion, reading and d;scuséing a2 play, informational

—

«

"meetings, pseudo-desensitization placebo, written information about
. [§

.

the phobic object; bibliotherapy, high expéctancy placebo,
. -9
visualization of reinforcing scenes, minimal contact counseling,

T-scope therapy, pseudo-treatment control, and lectures.

- '

A scale was developed to indicate the degree of confidence in

classifying therapy labels into therapy types. Thé greater the

-

-
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number of concepts, descriptions, and proponents named by the

experimenter and associated with a major school bf thought,
» v - .
the higher the value assigned to this scale. e highest value

(55 was given to a study when the major proponent of a theqry
actually par{i ipated in the sgudy, or when the therapy sessions
were recorded and rated for their fit with the theo%y. The low
‘point of the scale (1) was given to studiés when the experimenter
provided almost no key concép:s or references. On this five-point

scale, 15 percent of the studies fell into the highest category,

¢

.

Y
42 %erceu: in the next highést,wZL percent in the middle category,
b Lo
and 19 percent in the lowest two categorips. The mean for the

. ’

confidence of classification scale was 3.5 (standard deviation = 1.0).
/4

. " . '

»

We have presented. so much detail about the psychotherapy study

characteristicé”and the conventions for coding because we can imagine

i

that many of the items, particularly those dealing with experimental

mgthods, are of general usefulness. This chapter concludes with an

example of a study coded according to'the conventions described above

‘ : . (
and the items on the psychotherapy study coding form in Appendix A.
\ v
The study used as an example was performed by Krumboltz and Thoresen
e

(1964) "and is reproduced in Appendix B. Its description appears as

-~ .

Table 4.4. -+

' ’

‘ ’ vy
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Tafle 4.4

Classification of 3 study by Krumbolz and Thoresen (1964)

Pubiwauon date
Publicaton form
Training of expenmenter
Biinding

Diagnosis

Hospnahization
Inte:ligence
Chent-therapist similanty

Age
Percentage maije
s * Soiicitanon of chents

. Asvzament of chent
Assignment of therapist
Experiments’ monanty
Imemal vandity
Simuhancous companison

Type of treatment

1964 °

Joumal

Education (known by nstitutional affiliation)

Expenmenter (evaluatorsi did not do therapy. but did know
870Up composilion (no formation adwut blinding of
evaluators was given) .

\/ocauon‘:llly undecided (students who ashed for counseling
about future plans, grouped in *‘neurotic ' diagnostic

ypg)

None

Average (ssmated, In the absence of othd mfor'rl'nauom

Moderatety similar (ages differed, but socioeconomic sialus
of community indicated samilanty) .

16 (hign school juniors) 4

S0% (samplc stratiniea by chient sex)

Cirents volunieered ater being g'ven notice that coungeling
,would be availabie

Random (siated)

.

Random

No subjects lost from any group (stated)

High .

Yes (2 trearments groups and placebo group compared aganst
conlrol) . T .

(1) Model reinforcement—Cogniuve behayioral subclass
(studcnts were shown tapes of models being reinforced
for information-seehing behatior. but students were not
reinforced personally)

. # (2, Verbal reinforcementi—Behas ioral suoclass (counsciors
N verbally reinforced chients for production of 1nformation-
seeking statements)
(3) Film discussion—Placebo (chents saw and discussed a
film. to control for sonspecific effects of counselor
) attention) .
Confidence of classification Rated S (highest) (because of thoroughness of descnption,
, knowledffe of expenimenters theory and'pre vious work)
Alleiance Equal allegiance paid to each of treatments No allegance to .
placebo condition
Modahty e Mixed (students were randomly assigned to individual and
. group treatments, but modality did not interact with out-
come, 50 the two modes were combined for the meta-
analysis) | . '
Location . School (stated)
Duration 2 hours. 2 weeks (2 sessionsc ime estimated)
Expenence of therapisis 2 years (esyymated by status in counselor-traifiing program
plus training for this experiment)
Ouicome ) Two outcome nieasures were used frequency and vanety of
information-seehing behavior as estimated from
\/’ ° responses to structured nicrvicw questions Reactivity
was rated '4” for both. because measures were seif-
- - report of clients to nonblind evaluators These wepe
classificd as measures of vocanonal or personal
development
Effect si2c Stauistics repot.cd as treaiment means and mean squares from
a 4-factorgnalvsis of vanance
. The cffe;x sizes were a3 foliows
Frequency (of Vanety (of
- informatigh- information.-
seching seching
. . behavior) behavior)
Model reinforcement 129 o
Verbal reinforcement 1 0§ 139
Placebo 021 027
[ 4 3
ho () ~
- .




"' CHAPTER FIVE a

-

MEASURING STUDY FINDINGS

A1l quantitative, empirical studies éim to assess a particular
phenomenon. In the case of experiments, that phenomenon is an effect of
an independent variable on a dependent variable and it is measured/by a
¢ifference between means, perhaps more then one such difference from & single
experiment. ‘In the case of correlational studies, the phenomenon of principal
interest is tne re]atibnshﬁp between two variables, ﬁfs strength and cirection,
usually expressed on a scale derivative of- Pearson's.notion of product-
moments. In surveys, attention often focuses on a simple rate or incidence
figure; e.9.y 37 percent of people live in multiple-family dwelllings. In

a mgta-an§1ysis, it is the findings of studies that correspond to the

'dependent variable. They are to be measured in quantifative and ccnparabTe

terms, then described and accounted for by reference to the "independent"

and "mediating" variablés that are the study charhcteristics discussed in

Chapter Four. k¢

. In this chapter, we shall first consider the crudest level of
quantification of study findings, a level that is typical of recent techniques
of research study integration. At this first level, studies are classified
only as "statistically significant” of “nonsignificant." This primitive
translation of complex findings into crude categories préves to have some
Tnexpected drawbacks; and in modified forms, it may yet prove t6 have some
advantéges in"a few specia1/(ﬁstances. Then we sha]& discuss at length the

properties and uses of bg_c» the standardized mean difference for deséribing

[4
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experimental effects. A speéiaT aspect of this problem that will be
addressed is the measurement of experimental-.effects, &, for dichotmously
measured outcome variables. A brief sectior will be dévoted to the
measurement of findings in correlational studies. The chapter concludes
with a description of a measure of effect size recently proposed by

Kraemer and Andrews.

V-ote-Countina and Other (rude Measures of Study Findings

-

-
1
i

ne most commonly used method of integrating research studies is

what Light and Smith (1971) referred to as, the voting method. There

exists a virtually huge numler of such reviews, and no purpose would be -

served by citing examptes. here. L{ght and Smith characterized the voting

method 1in t‘nese‘words:

r

A1l studies which have data on a dependent variable and a

specific independent variable of interest are examined. Three

~

possible outcomes are”aefjﬁéa. The relationship between the

independent variable and the dependent variable is either

§

signif%cant]y positive, significantly negative, or there is no

significant re]ationsh{b in either direction: The number of

studies falling into each of these tAree categories is then

s{mply tallted. If a plurality of stu@ies falls into any one

of these .three categories, with fewer fa]]ing into the other(two,

the modal categorj_js aec1ared the winner. This modal categorization
is then assumed to give the best estimate of the direction of the
trﬁe re1¢tionsh1p'between the 1ndependgnt and dependent variable.

(p. 443) 132 .

Light -and Smith pointed out that the voting method of

4

study integratiof disregards sample size. Large samples produce

Py T —
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more “statistically significant” findings than small samples.
Suppose that nine small-sample studies yield not quite significant
resu]ts:'and the tenth large-sample result is stgnificang. The
vote is one “for" and nine "against," a conclusion quite at odds
with one's best -instincts. So much the worse for the voting method.
Precisely what weight to assign to each sfudy in an aggregation

is an extremely complex question, one that is not answered

adequately by suggestions to pool the raw data (which are rarely

available) or to give each study equal weight, regfdless of

sample size, -If one is aggr’ing arithmetic means, a weighting

‘of results from each study accordigg to¥n might make sense,

reasoning from an admittedly weak analogy between integrating
study findings and conﬁining independent random samples from a
population. The problems of proper integration of statistical
findings are not s%mp]y problems of sample size; if pursued for ‘
Tong, they lead back to the ambiguities of the concept of a "study."
Some of the complications of sample size can be avoided post
hoc if the sample size, n, of studies is not systematically related
to the magnitude of the findings of the studies, for\examp]e, mean
differences or correlation céefficients. Glass and Smith (1876) |,
found for over 800 measures of the exper#menta1 effect of psych-
therapy versus a control conditibn that the effect size had a
linear correlation of only -- .10 with n and essentially no
curvilinear correlation. Smaller size studies tended to show
slightly larger effects, but the relationship was so weak that

it is doubtful that any weighting of findings would.make any

433




difference in the aggregation.

A serious deficiency of the voting method of research integra-

)

tion is that it discards, good descriptive information. To know
that televised instruction beats traditional classroom instruction
in 25 of 30 studies -- if, in fact, it does — is not to know
whether TV wins by a ﬁose or in a wa1kaway: One ought to inte-
grate measures of the strength of experimental effects or
relationships among variables (accordifg to whether the problem
is basica11y,exper$ﬁenta1 or correlational). Reseafchers commonly
believe that significance levels are more informative than they
are. Tallies of statistical significance or insignificance tell
little about the strength or importance of a relationship.

An example will demonstrate that the aggregation of even
simple statistical information can create unexpected difficulties.
There exists a paradox attributed to E. K. Simpson by Colin \
Blyth (1972) which has 2 counterpart in aggregating research )
results. Imagine that researcher A is conducting a study of
the effect of’amphetaﬁines on hyperactivity in sixth-grade
children. (It is alleged that amphetamines act as depressants on
prepubescent children.) In A's study, 110 hyperactive children
;receive the amphetamine, and 70‘receiye a placebo. After six
weeks' treatment, each child is rated as either 'improveqd' or

'worse'. The following findings are obtained:

Study A
Amphetamine Placebo
—
Improved ! 50 30 i 80
= ] |
Wworsa t 60 40 | 100
- .
110 70 180

7

ng'improxgment rate for the amphetamines exceeds that for the placebo:
.45 vs. .43, )

123 1 3. ‘
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y
Suppose researchef\B is studying the same problem at a

different site and dbtaifis the ¥011owing results:

3
Study B
Amphetamine Placebo
improved | 60 %0 | 150
Worse ' i 30 50 I 80 ‘
R 80 140 230
\ ?

Agaﬁn, the improvement rate for amphetamines is superior to
that for the placebo: .67 vs. .64.

. By the voting method of aggregation, the score would be 2-0
in favor-of amphetamines. However, an aggregation of the raw

(-

data produces the opposite conclusion:

Studies A & B Combined
Amphetamine Placebo

improved 110 120 ! 230
worse 80 80 Ji 180
200 210 &10
- The improvement rate for placebo.now exceeds that for amphetamines:
.55 for amphetamines vs. .57 for placebo. \

1

‘Mrnch method of aggregation is correct? 0bv10us]_y they cannot
both be corré%%, since they lead td contrad1ctory conclusions. In
pondgring this paradox and its implications for research integration,
it s ﬁe]pfu]-to note that (1) the pa#;dox has nothing whatever to

do with statistical significance, (2) the sizes of the differences

in rates could be made as large or small as one wished by juggling

”
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the figures, (3) the basic problem is related to the problems of
unbalanced experimental des;gné (Sémpson's paradox could not
occur if amphetamine and p]afebo groups were of equal size
within each study), and (4) the practical consequences of the
paradox are not negligible -- it occurred: for example, in

2 study of sex bias in graduate schoo) admissions (see Bickel,

Hammel, & 0'Connell, '1975; Gardner, 1976).

Hedges and Olkin (1980) d%scovered some jntriguing and unexpected
deficiencies in'the,voté-counting method of integrating studies. They
assumed that J §tudies each with sémp]e size n are performed.  In e;ch
study, the same effect size 2 = (u g o v c) /o c is estimated.

Tne findings of each study are evaluated by a two-tailed t-test

‘'of mean differences at the .05 Jevel of significance. Each result is
classified info one of three categories: negative significant, positive
significant, or statistically insignificant. Th; decision rule is ‘that _
the over-all result is regarded as §upporting the hypothesis (thatﬁ £

is greater thanLJc) if a plurality (i.e., greater than one-third) of

the studiés fall iﬁto the "positive significant" category.

Hedges and O]kin‘assumed normally distributed variables and then
ca]cu]ated the probabilities for varaous sample sizes and numbers of
stud1es J, that more than a th1rd of,the studies would fall in the

"positive sfgnificant” category. In Table 5.1 appear the one's
complement of these probab111t1es thus, the tabylated probab111ty is

the probab111ty of fa111ng to detect an effect size, %, of a g1ven

Size by the one-third plurality rule. Consider, for example, the case.

125
136




- ) ‘ TABLE 5.1
s,
P.ooaoility that a Standard Vote Cou%f tls to Detect an
. Effect for Various Sample, Effect and Cluster Sizes. ~Each
" the J “replicated 'studies has a common sanple size .n.
A two-tailed t-tesy is,used™o test mean differences at the
.0p level ef significance., An effect is detected if the pro-
popticn oy positive $ig.hicant rcsults exceeds one-third, ‘

Number,J', of | ,Sample size, . Efmﬁct size,A: (uE— ucrcc

studies to be n, per study —
integrated ‘ ) .1 2 - .3 WA .5 N o7

-

10 L00 . 998 .994 .985 .968 ;935
20 .00 . .990° .966 .906 .987 .6D6
30 : 975 .906 .947 .502 .252
40 1.999 .. .950 .813 .547 .254 073
. T t .986 .914 ,694° ,358 ,105 016

¢ . .
10 |1, .00 1.0 .999 .997 .91 .973
20 : .00 .999 .9%1 .958 .862, .672

30 .00 .994 .958 .824 549 .24k

& g |1.% .983 .885 .604 246 049

.50 ¢ . .962 ,770 .373 ,080 .006

-

10 .00 1.00 1.00 .999 .997 .989 .966
20 - |1, .00 .99 .988 .941 .B00 .545
© 30 .00, 1.00 .993 .941 .747 .400 .118
4 |1.00 .999 -.978 .834 %63 (119,011
'50 . .948 ,672 ,222 023 001

10 . .00 1.00 1,00, .99% .997 .986
20 , . .00 1.00 .996 ,971 .863 .610
30 : .00 .998 ok a1 s 120

0 {1.00 1.00 .992 .892 .519 .121 .O0OB

10 . . 1.00 1.00 1,00 1.00 .998
ST 20 : .00 1.00' 1.60\°.994 .915 589
30, [1.00 1.00 1.00 .994'-.862 .363 .035
A L. . .999 .942 461 ,036 .000
50 Tl 1. .995 .773 .l124 .001 .000




‘studies yield significance levels, Ei’ Bp - - - s By then under the

of. 15 studies in each of which £ is estimated from n = 50 cases and
the true effect size being estimated equals .40, a fairly large effect.-

Hedges and 01k1n s table shows that the probability of n not dec1d1ng

¢

that there is a pos1t1ve effect using the vote-count1ng strategy is
-

770, 1.e., the probab111ty of error is greater than three-qué!%ers. What

is even more remarkable s that for s< .40, ihe probability of*making

tgz.z;:kh\ifficated increases as the number of studies integrated

increases: Clearly, there is much that is unacceptable in resaarch

integration by means of vote- countwng

. .

LN

igtegrating Significance Tests

Some researchers have set forward as the principal problem of

" research integration the combining of significance levels into a joint

test of a null hypothesis. Gage {1976) edntributed a considered and

illuminating paper on integrating studies on teaching. Following an

_astuEe-critique of the Voting method, he posed the aégregation problem

as a gsprem in determining whether several individual studies, many

’ -~

of which showed no-significant torrelation, cons!ﬁtuted in the aggregate
. ‘ ‘
sufficient evidence to reject the null hypothesis at a high level of =

4

significance. He employed the chi square method of K. Pearson (1933)

L

and E. 5. Pearson (1938) via Jones and Fiske (1953). 1If k independent .

-

common null hypothesis’' tested in each study:

1 4

’ *»
- ~ 1
0 2 £ los.p, ~ x},
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This approaéh séems defensible and more powerful than a binomial

test -- testing whether the probability of "positive" findings is different
from .5 -- ;here statistical hypothesis testing is a genuiﬁe concern.
For most problems of meta-analysis, however, the number of stud{es will
be so large and will encompass so many hundreds of subjects that null .
hypotheses will be rejécted routinely. Perhaps it is more realistic .
to think of the typical meta-ana1ys%s problem as residing in that vicinity
the statistician calls "the limit," where all null hypotheses are false
and inferential questions disappear. The statistical integration of
studies probably ought to fulfill descriptive purposes more than inferential A .
onest tpough obviqus1y it may fulfill both.

. If the Pearson @E test of combined results begins to play an increas-

ingly important role in research tntegration, methodologists will need

to scrutinize its assumptions.and properties. It.}s probably quite
sensitive to nonindependence of studies (cf. Jones & Fiske, 1953, pp.
317-381). Furthermore, the extreme tai1s—of distributions are exotic
places about which more would have to be learned. For example, violation
of normality assumptions.has little effect on 95th and 99th pgrcentiles
e
of Yand F distributions, but conceivably M can change a p of .001, |
under normality, to a p of .0001, which is a di‘sturbance in natural
logarithms from -6.91 to -9.21. :
Rosenpha1.(1§78) recently evaluated nine different methods that
‘have been used at q?e Eime or another to aggregate statistical signifi-_
‘cance measures from\many studies. fhese methods inc1uae additiop of

logs of p-levels mentioned abow; as well as adding probabilities

i
§
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(Eéginton, 1972a), adding t's (Niner, 1971), Stouffer's method of
adding Z's (Mosteller and Bush, 1954), adding weighted Z's (Mosteller .
and Bush, l§545, testing the average Q;vae;_(Edgington, 1972b), testing
the average Z (Mosteller and Bush, 1954), counting (vote-method). and
blocking -(see Rosenthal, 1978, p. 190). Rosenthal's summary of the

advantages ;ﬁd limitations of the various methods appears as Table 5.2.

* L4
Table 5.2

s

. . ,
Aciantages and Limutations o’ Nine Methods of Comuining Probabiiities

Method Advantages Limitations Applicable when
Adding logs Well established Cumuiates poorly, can d N of studies 15 small
. . support opposite (£5
conclusions
Adding ps Good power . Inapplicable when N of L of studies is small
) e ’ & studies (or ps; 1s large, Ip £ 1.0)
. S . ynless complex correc:
N tions are introduced
Adding ts Unaffected by N of studses, Ipaphiicable When s are Studies are not *
" Ygiven mumﬁum df per Ve few,df based on too
Aptudy o few df
"Adding Zs Rputmel asphcable Assumes unit variance Anytime
gumple . ,“‘ when underssome
* . E Yo, q:dmom Type | or
" - s » L ype' 11 errors may be,
. * ‘increased kS
Adding we:ghted 25 Routinely applicable, Assumes unst variance, Whenever weighting
permits weighting ’ when under some ts degired

condstions Type I or
T)pe I1 errors may be

. » > increased
Testing mean p Simple o N of studies should not N of studies >4
' 'l be less than four "
Testing mean 2 No assumption=of unit Low power when N of N of studies >3
- variance %s studies 15 small. .
Counting Simple and robugt Large N of studies is N of studies 15 large
. : needed, may be low
In power, &
" _Blocking : Displaye all'means for Laborious when N is large; N of studies 15 ne
. inspection, thus facili- insufhicient data may too large
tating searwh for " be available.

moderator Var\ur\

¥ ) ‘ .
*After Rotenthal (1978), regrinted by permission of the author
and publisher. ‘ .
'
‘ , _
b4 ’
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Scaling Experimental Findinns

For several reasons and in 8everal ways it may occur that the findings
of a comparative study exist on]yniﬁ the form of a report whether one
mean (median or Qhatever) is higher or lower than another. This most basic
report of a finding can arise from 1) very rudimentary reporting in a brief
article, 2) the'desire'to aQoid making dubious assumptions, or 3) incomplete
data ;Lich obviate the calculation of a metric méasure of effect or cor-
relation., Thus, a data‘ana1yst attempting to inteérate the findings of
many studies may have in hand data of the following type: in 75 comparisons
ov treatments A and B, A exceeded 8 45 times on the outcome measure, and B
exceeded A tne other 30 times. The kéy to converting these rudimentary
results into metric measures of effects or correlation lies in traditional
methods of pgychometric scaiing. In partichEr, if one can assume normality,
then Thurstone's "law of comparative judgment" can be applied directly and
the proportion of timés A exceeds B can be translated directly into a
measure of standarcized mean difference between A and B {see Torgerson,
1958, @. '159ff).

We have applied this procedure in connection with a meta-analysis

of research on the relationship of class-size to achievement (Glass and

Smith, 1979).

-

v Only the post-1960 studies were included in the scaling analysis.

The regresgion analyses show that studies done prior to 1960 showed 1ift1e
relationship between c]ass-siz; and achkevément (probably because of poor ,
dasign, poor measures, and because genuinely small classes--less than a
dozen pupils, say--were seldom studied). The 5ost 1960 studies produced

246 values of AS-L’ for which one needs only to note whether & is positiVé'or‘

-
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negative. In addition, there were @ small number of studies that &ielded
only compari;ons of the sizes of the achievement means for the small and
large classes, but no metric fnformation from which 4 might be(ca]cu1ated.
The principal study of this type was Forno and Cailins (156%). The
findings from these: studies could be ingJudeq in thé scaling analyses even
ihough they could not be included in the regressigd analyses. The total
number of naired comparisons was 559.

» ' 1he class-size dimension was broken into five categories in an
attempt to obtain an even distribution of compar{sons. These categories were
as follows: 1-11 pupils, 12-22, 23-32, 33-;2, 43 or more pupils. The actual
average class-sizes falling into these categories were as follows: 2, 18, '
28, 38, and 84 pupils. These averages will Be used to represent the
categories. Thus, a comparison of achievement means for classes of sizes 4
and 30, for example, will be spoken of as a compa?iSon of classes of size
2 and 28.

The fo]lowing‘;requency matrix was obtained by counting direction

of superiority in ;he.paired cbmparisons:

-

Paired Comparison Frequency Matrix

Class Size
2 18 ~ 28 38> 84
. 2 - 7 of 8 45 of 46 3 of 3
18 | 1 of 8 - 111 of 160 | 124 of 157 | 2 of 3
28 | 1 of 46 | 49 of 160 - 103 of 167 | 5 Qf ¢
38 | 0of3.|330f157 | 58 or 167 . 1 of 6
84 | | 1ot 4 of 9 5 of 6 E ]
J
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This matrix is read as follows: each entry represents the number of times

the row class;size had a higher achievement mean, than the column class-size. For

example, there were 46 comparisops of c]ass-sizé\Z and class-size 28; in 45 of

-

\ them, achievement was superior in the class of 2.
It was decided at this point that some comparisons were so infrequently

represented that including them in the scaling analysis might greatly overweight

/

their unstable estimates. It was decided arbitrarily to include only those cells
with more than a nalf-dozen comparisons. Thus, the following three cells (three
on each‘sice of the diagonal) were eliminated: row 1 - column &; row 2 - column
5, row 4 - column 5. Tne resulting frequency matrix is then transformed to a

proportions matrix, =, e.g., 111 of 160 = .69 and then to an X-matrix where Xij

is the unit normal geviate below which 1ies ﬂij proFortion of tne normal curve.

The m and X matrices are combined in the foilowing figure:

2 18 28 38 84
) L »= .88 | .98
X =1.18 | 2.05
12 69 | .79
18 1 1'1g - 50 | .81
28 .02 31 ] es | s
-2.05 .50 39 |15
21 | .38
38 .81 -39 | -
"
84 15 -

The solution for scéle values fo]]Bws Gulliksen's (1956) least-squares solu-
‘tion for incomplete data. A vector Z is formed by summing the columns of X:

2" % (3.23, 057, -2.01, -1.20, -0.15). A matrix of M of order 5x5 is formed

suchjghat a3 -1 is entered in each off-diaqonal cell 1n X that is not empty, a

]3?]‘1ff
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zero is entered for each empty cell, and the diagonal entry is the number of non-

)
(/;;mty cells 1n the corresponding column of K. The last scale val

ue, correspong-

'ing to ciess-size 84, 1s arbitrarily set equal to zero, and the last row and

column of M are deleted. The reduced matrices, ﬂl and ;1, are gombined to form

the normal equations of the least-squares solution for S) the scale values:

[ 24

]

w
n

The graph of the

appears as Figure 9,
trary. The quaaratic
squares

The estimates and their solution

.
51 =My
are as follows: - -
I 2 TS T I B P
T 0.57
S Y N S
L0 -1 -l 2] 4|-la0
(1625 1250 1.000  1.125] [ 323
1.250  1.500  1.000 1.250| | 0.5
1.000  1.000  1.000  1.000| |-2.01|
L1225 1250 1000  1.625) |-1.20] .

(2.60, 1.38, 0.59, 0.39, 0)

scaled relationship between class-size and achievement
The scale values on the ordinate of gﬁe graph are arbi-

equation which best fits the five points by the least-

an arbrirary scale) for various class-sizes were obtained

The multiple R-squared is 0.95.

criterion is as follows:

s = 2.78912 - 0.09318(Size) = 0.000715(S1ze)?

curve:.

133
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The following estimates of achievement (on

from the regression




A}

) Estimated Scale Value Decrease 1n Achievement
Size for Achievement From 10 More Pupils

! 2.70 .86
10 1.93 72
20 1.2 .57
30 0.64 .43
40 0.21 .29
50 -0.08 15
60 -0.23 ' 0
70 -0.23
80 -0.09

-

The curve in Figure 9 shows the expected and quite plausible decreasing

deceleration 1n achievement as ciass-size increases.
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FINDINGS OF EXPERIMENTAL STUDIES

The description of findings in experimental studies so that results
can be aggregated and their veriabi1ity studies present several technical
problems. The findings of comparative experiments are probably best
expressed as standardized mean differences between pairs of treatment
conditions. It will seldom be satisfactory to express experimental ,
findings as a measure of association between several levels of an
independent variable and a metric dependent variable. Such association
measures (e.g:,uaz) are descriptive of a complete, somewhat arbitrary,
set of experimental conditions an investigator chooses to investigate
in a single study. For example, if one wished to deterﬁine the
comparative effects o# compﬁter-assisted and traditional foreign language
instruction, then it is irrelevant that a televised 1nstru}tion conditian
was also present in a study, and one would not want a quantitative
measure of effect to'be influenced by the irrelevantscondition (Glass &
Hakstian, 1969).

In what follows, reference wi11 be made to the comparison of a
particular experimental condition with a control group. Of course,
there may be no "control" group in a traditional sense, and one could"
imagine that two different experimental conditions are compared. Thgfr'

4

mos€ informative and straightforward measure of experimep%a1

effect size is the mean aifference divided by within-group standard

deviation:
L = xg - xc (1)
L] - Sx. ‘
- e 118




Sugpose that four experiments were performed in which either nialonide
or iproniazid was combared w%th a placebo for efficacy in re]iev{ng
depression. Three of the experiments measu;ed outcames with the MMPI D
scale; the fourth study &sed the Begk Depression Inventory. Suppose the.
following results were obtaineéf//f::e data are hypothetical, but the :

tindings are close to those reported in Smith, Glass and Miller (1980)).

Study No. Comparison Test "Means S5t. dev. R-B
i Nialomide vs. Placebo MMP1 70.10-70.50 9.50 -.04
2 Nialomide vs. Placebo MMP I £1.45-62.31 11.25 -.08
3 Iproniazid vs. Placebo MMP1 60.21-65.15 7.80 . -.63
4 -.52

Iproniazid vs. Placebo Beck 110.75-121.45 20.50

In the above dafa, the average effect of nialomide is -.06,
i.e., si®hundreths standard deviation superior to a placebo; the average
effect of iproniazid is -.58, more than a half standard deviation.

The meaning of ¢ is readily comprehended and, assuming some distri-

_butjon form, can be translated into notions of overlapping distributions-

of scores and comparable percentiles. For example, suppose that a study
of the effect of ritalin versus placebe on reducing hyperactivity reveg]é
an & of -1.00. -One knows immediately that the average child on ritalin ®
shows hyperactivity one staridard deviation below.that of the qv?rqge

chjld on placebo; thus, assuming normality, only 16 percent of the placebo
/

* children are less hyperactive than the average child on the drug,

and so on.
"y

I‘,l) —
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Anotper way to interpret the magnitude of the effect size is to
compére it to‘other effect sizes, particularly for effects that many
people have externa) references for how strong the treatment was.  One
TV program that the American public has enthusigstica11y endorsed is Sesame

tregt. Effects of Sesame Stréet on social béhavior, such as cooperation,

were included in 2 meta-analysis. However, the primary aim of Sesame
Street, particularly the first year, was cognitive skills instruction --
prereading, language, and math. These cognitive outcome measures we}e not
considered in the meta~analysis, but are considered by many parents and

preschool teachers to be substantial.

In 1970 and again in 1971, the Educational Testing Service (ETS)

conducted A field studyoev%]uation'of Sesame Street. Both years had numer ous
measurements; several subsamples, several research designs, and confounded
results making a single numerica) summary statement difficult. The most
easily interpreted resu1t§ compared two groups of 4% to 5 year old disadvan-
taged chiidren, of Wwhich one group had not seen Sesame Street while the

other had waf&héd for one season. The criterion measure was a special

test developed by ETS covering the cognitive skills taught on the program.
The tendency was for those who watched mdre to gain more although

viewing differences were confounded with intelligence and other background
varfiables. The effect sizes for four levels of viewing versus no viewing

all favor the Sesame Street viewers, varying:ﬁrom .53 to 1.45, with a mean

. & ’
* *af

. - oo
P A more controlled analysis was possible the second year with 283

of 1.00. St

children, randomly assigned to groups who either had, or did not have a TV to

view the program. A set of covariance analyses (covarying on pretest score,

]
g )

Sur-
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. pretest Peabody-IQ, and SES') resu'ltgd in seven effect sizes, varying from |
A . ' |

—.04 to .54. Dropp1ng the "parts of viho]e" test that was a low Btlier oo

_ the mean effect size. was .45 with a. stan¥ard dev1at1on of .085. -The remaining

tﬂ( covered thé topics of number, sorting, forms, pre-reading, relatjonal

-
¥

terms, aﬁcTassification.\ - . . 3 N

’ Electric Company, the Sesame Street sequel. for older chﬂdrEn, was
L'}
eva]ug&ted by "TS in.1978. and ul974 Aga1n there were numerous analyses, g

L4 -

SR but using the tota1 score on an ETS read1ng test as the criterion meéSure,
A for children Jn graaes one to four. in two cities comparing those who were L
encouraged to wacch the progrim at home Versus those who were rrot encouraged

th&rage effecc size was ,17. This effect 1s 1ow partially because ﬁ'
; o4

M non -encouraged chﬂdren a1so walghed the program, thus this effect size ‘
37' ’ is.a measure of 1ncreased readihg ach1evement ‘due to 1ncreased watching )
"when encourag% by a teacher to v1ew the program after schoo'l
- .~ Both the f1rs¥«ad second year eva]uat1on a'lso had an in-school
| ‘.€Xper1mefnta1 design component. Two 1ooat1ons with Tlarge- -numbers of
e1ther Span1sh speaking or black chiTdren were ass1gned to teachers who
‘ were egcourdged to show the progran regu]ar]y during the.year or who- ‘
* were asked nc& to. V‘}e amount of viewing and supplemenﬁ'f‘fhstruction .
‘, wasl teacher degermine Two outcome measures. the ‘E‘Tf reading test and 3

the Met‘ropoHtan ‘Achiewemen-t Test provided similar results. Averaging-

the data from two locations, grades one through. thr;ee and the two years,

resul-ted in ,an effect size of .43’ (S D. = .30) for the ETS reading test .
o 2 and .35 '33 for'the Metropohtan Achievement test. The overall”
average 195.39, with*scores rang'nng from «.03 'to' 1.02. ~ ' - 4
- . | . . . ' : ., Dr
o i ‘o . -
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- Interpretations/pf effect sizes, ”‘E-C’ in terms of percentiles
1 4
S

e.g., if 47 = +1.00, then the average person in the experimental group

has a score that exfébds 84 percent of the persons' scores in the

control group) depend, of course, on assumption§?;bout the shapes of the

v . '
_distributions of the variable in the two groups. Normality i§ a convenient -

>
and undbjectionable assumption in many instances, but its convenience

.

should not blind one to the fact that it is an assumption that may occasionally

- ~ s / ~
be false.  Kraemer and Andrews (1980) have called attention to this problem.

Suppose,) for example, that the scores in the experimental and control groups.

are dist ibutéd according to the exponential distribution (Hastiﬁgs and

o—r

Peacock, 1974, pp. 56-59) with the following parameters:

Groug - Distribution . Mean”

-4

*

St. dey:
Expefimental l/a1 ‘ l/a1
4

4

an’ol . 1/a
fonux P 2
) Y

Now the effect size

will estimate, in the case of exponentia] distributions,
' ¥
‘L
’ A = l/ai - l/az
- l/a2

¥
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Suppose that a particular experiment yields summary statistics

’

as follows:

The value of ¢ equals (18 - 10) / 8 =‘+1.. If it is assumed that the
two distributions are nommal, then the 4 of +1 has the usual interpretati om:
the average person in the experimental group exceeds 84 pe;Lent of the
persons in ;he control group. Suppose, however, that the aveéage
experimental group person'§ score is expressed as a percentile in the
control group, assuming exponential distribution in each group. Then
t%é percentile rank of X = 18 in an exponential distribution with

paramenter a, = 10 is given by

18 18

Thus, assuming expenential diétributions within essgﬁtia]]y
exéérimenta] and contpol groups gives.essentially the same‘interpretation
of +1 as the assumption of norma distrubutions (.83 vs. ,84). This
examp]e.is not meant to suggest that the exponential distribution
is in any seﬁse inté?changeab]e as an assumption Qitq,the normal distribution.

The assumption of distribu;ion shapes may be important and it should be

. . . - -
checked when possible and the most reasonable assumption made.

&
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The choice of the standard deviation with which to scale the

differences betweeln group means- to determine £ is crueial. Various choices

can resslt in-substantial differences in effect size. T

%

The definittpn of & appears uncamplicated, but heterogeneous

group variances cause difficulties. - Suppose that experimental and control

A4

#roups have means and standard deviations as follws: .
3 . . . )
Experimental Control.
LR Means Y =52 Yo = 50
takdard Deviations SE =2 g SC = 10 .

The measure of experimental effect cauld be calcuiateg eitnﬁr'by use °

of SE or SC or some canbination of the two.

-

Basis of StandarQlégtion AL

a) S . 1.00 -~

b) S¢ 0.20 ‘
T ¢) (Sg =+ 500/ 0.33 -

The average standard deviation, ¢), probably should be eliminated
as a mere mindless statistical reaction to a perplexing choiﬁe. But
botn the remaining 1.00 and 0.20 are correct; neither can be :u1ed out
as fa]se; It is true, in fact, that the experimental grodp mean is one
standard deviation above the control group meén in terms of the experi- \> i

mental group standard deviation; and, assuming normality, the average

subject im the control group is superior to only 16.percent of the members

-
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of the experimental group. However, the control group mean is only
me-fifth standard deviation below the mean of the exper1menta1 group
wnen measurea in contro] group standard dev1;t1ons, thus, the average -
exper1menta1 group subject exceeds 58 percent of the subjects in the
control group. These facts are not contradictory; they are two distinct
features of a finding which cannot be expressed by one number. In a
meta-analysis of psychotherapy experiments, the problem of heterogeneous
standard deviations.was resolved fram a quite different directicn.
Suppose tnat metnods A, B, and Control are compared in a single
experiment, with the following results:

Method A Method B Control
Means 50 50 48

Standard deviations 10 1 4

If effect sizes are ca}cu]ated using the standard deviations of
the "method," then b g equalss»0.20 and tg equals 2.00 -- a misleading
difference, considering ‘the equality of the'metffod means on the dependent
variable. Standardizat{gn of mean differences by the control group
standard deviation ;t least has thé advantage of a]]ofting equal effect
sizes to equal means. This seems reason enough to resolve the cho{éét%n
favor of the control group standard deviation, at least when there an$

‘more than two treatment conditions and only one control comdition.

. Estimation of‘ L

) - Given that

. L




and assuming for tne moment an understanding of which of many possible

choices of o is implied, the intuitively reasonable estimator of ¢ s

(4)

.
wnere the sample means are conventionally defined and sy is the square
root of the unbiased estimator of 05' Hedges (1979) showed the error
of intuition with regard to (4), and he derived the maximum 1likelihood

estimator of s assuming normality and a single sample estimate of <

Hédges (1579) examined the st?ﬁ'sticﬂ properties of

o ; . x

A t 4 -

S E-C  JE o
¢

as an estimator of

LE-C = ME - NG
o¢

He was able to show that

: o e
£-C (nlnz/(n1+ nz)) i's distributed

as a non-central t variate with non-centrality parameter

&

teoc (nlnz/(n1 + nz)) and degrees of freedom equal

to n,-1 where n; and n, are the sizes of the-samples for the experimenta]
and control groups, respectively. Of course, this finding rests on the
assumption that X is normally distributed for both the experimental and

3

control groups. - ,

1441 o

a




4 =

It followed as a consequence of this theorem *hat the expected value of

‘eoc s given by )
. . -9

A.U( (nz -1_)] , where

E (&) =
K (nz-l) = I‘((n_Z;) ‘

, _ n,- r.( n2-2)
4 2 N7

Hence, . is biased as an estimator of & . The degree of bias is a
function of the ratio of two gamma distributions as can be.seen above.
In Figure 5.2 (from Hedges, 19-79), the bias in &as an eVstimator.of A
is depicted by grashing the ratio £(¢ ) /, against_nz-l. As can be
seen there, ; is p\o'sitiveU biased for small n; beyond sample size aP
of 20, the bias is 10 percent of less. |
Clearly, an unbiased estimate of ¢ could be obtained by multiplying
Oy the correction factor K (ng-1). H‘edges (1879, p. 11) provided a
table of values of K (9_2-1) which is reproducec as Table 5.3,sﬁ‘qfat1y

modified form with his kind permission.

Hedges (1979) pointed out an unexpected and important property

)

of effect sizes as estimators. Suppose that one obtauins a series of
c;bservations of effect sizes, 31., each of which estimates the same
parametg: value & . Assume further that for J such estimates, an
aggregate estimate is obtained by averaging; thus

’
-y C,

. i L is estimated by
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Figure 5.2. Ratio of the expected value of the estimated effect size
to the parameter value as a function of the control group
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P . Table 5.3 .

Nalue of K(n,-1) for n, to be used in obtaining unbiased estimates of PAN

56419 A 090378 L9811
.712360 22 0.96545 .98158
79788 “ 30.96697 ) 0.98202
LBADTS .90837 9824 4
ROEAY L96965 " .98284
_88R70 .97083 98322
L90270 .97192 L98359
91387 .97293 .98394
).92775 .97387 .98428
L9299 0 0.97475 .98460
93594 : ; .97%58 . 98491
.94098 97635

94529 . 0.97707

.94901 : .97775

195725 .97839

L9551 .97900

95765 .97957

.95991 .98011

96194 .98062
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Denote this latter estimator by G, as did Hedges. He showed

' that “. . . G is not a consistent estimator of £ as J = = . That

/{/,——”'- s, even though the number of experiments combined increases, the

estimator does not necessarily approximate the true value & more closely.

In fact, the estimates can differ fram £ by a considerable amount

depending on the sample sizes. To see tnis, consider tne example of
8 collection of experiments with 5 subjects per group. The estimator
nas 2 bias which results in overestimation of 2 by approximately. 25

pgrcent wnen four degrees of freedom are used for ¢ . fach estimator

-

nas the same bias, tnerefore G is biased by the same amount as eacn &

-

P= 1, .. .,J. As J increases, the bias is unchanged, but the variance
: L Z
©0f G tends to zero. Thus as the number of studies increases, the

~

estimator G estimates the wrong Quantity more precisely.”

(Hedges, 1979, pp. 8-9;
L“\\l notation altered s1igyhtly.

<

The 1ncons1suency in G as an estimator of ¢ can be corrected

py using Hedges' e&rlter re5u1 t, viz., correct each estimate 21 by’

-1) before averaging them. . i

Although ¢+ 1is simple, it can present many difficulties in
both\conception and execution. Many research reports do not contain the

and standard deviations of éxperi;enta1 conditions. Where there

.
than two experimental conditions anJ means are not reported,
1ttle hope of eyer recovering an 5 from the report. There

are several circumstances of incomplete data reporting’}n which a harmless
assumption AnC some simnle algebra will make it possible to reEonstruct

-

5 measures




1. One knows the value of t and whether Yﬁ or Yt is larger.

Y *

2. One knows the significance level of a mean difference and the

two sample sizes. . .

3. One knows X. , Xc ,. . ., and the value of F.
1 2
4. One knows Yk and Yt and the value of some multiple comparisons

statistics §ych as Tukey's g or Dunn's or Dunnett's statistics.

One example worked out in detail should suffice to T1lustrate how to
/ : ’ .

proceed in theee general circumstances. The report of an experiment

contains J means 7&, Yé, . . . ,X_, the sizes of each group (nl, .. .o, N,

J hg
~and an F statistic. Suppose that 71 is the mean of the experimental

condition of interest and that a second condition is a control yielding

- »

X .
c

The value of the F statistic was calculated by the original

) -
investigator from the following formula:

=IME—YﬁmF4)=M&'
Un =D/ (N=J) . MS,

where the only symbol which might not be obvious is. N, which equals

nyp*n,+ T nI. Under the assumption that the variance S§, in

each group is the same, the above expression can be readily solved to

obtain Si, the assumed homogeneous variance:
MS,

1= L}

T

" The effect size follows directly:

‘ _h-X

L

*
[

td

16
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How to calculate & when S? is not homogeneous and how to define SX in
multifacior experimental designs are more than simple technical questions.
As will be seen later in this chapter, they raise basitc concerns about

the definition and mearing of &

One commonly encountered method of reporting results presents
unique difficulties. Reports sometimes give only the sample sizes and
an indication of whether a mean difference was statistica1]y*significant
at a customary level. A conservative approximation to the £ can be

derived Dy setting a t-ratio equal to the critical value corresponding
L]

to tnhe reported significancenlevei and solving for (X. - Yt)/ SX’ under

tne assumption of equal within-group variances. For example, suppose that
a report contains only the information that tne mean of the n, experimental
subjects exceeded the mean of the 0, control subjects at the .05 level

of significance. At the very least, then,

=9
’\Zf—l-'ﬁ 1)

TR

=M TAe gl
5, v T m

~

¢

gives a conservative estinﬁte_of the experimental,effect. This small bit

of’%1gebra also indicates how one obtains . when given only t and 0

v
b

and 3_2: y

=, el

o b




& .

b

When the n's in the two groups are eaqual, the effect size is
simply tne value of the t-statistic multiplied by the square root of the

ratio of 2 ton, the common sample size. This calculation permits a

two-way tabulation in which & can be found given t and n. Such a~

table is reproduced as Table 5.4. As an illustration of how it is

read, consider a study in whicn the means of two groups of 12 persons

~

’ eacn were compared with a t-test and a t-statistic of +2.10 was obtained.

From the table, the vaTue of ¢ is +.8€.

The Homogeneity o€ Variances Assumption in Transforming ¢ and
Statistics -

. In many studies wnere the empnasis in reporting is on inferentia]
statistics, only pooied information is available abou* the within-group
variances. Since the statistical tests used in these cases depend on an
assumotion of homogeneity of within-group variances, the test statistics

[ .
frequently obscure whatever differences in variance might have existed.
When the results ¢f an experiment are expressed as a t-statistic
which is reported along with n;» and n, but without means and variances,

one can calculate’ an effect-size, ¢ , vie the formula

L = t(i/nL + 1/n2%‘ . .

, - . (7) -
The Subscript p indicates that & is based
on a "pooling" of variances. Suppose, to the'contrary,'that the sample
variances are unequal, and’that one wishes ’ c the mean difference

-

standardized by the control group (group 1, for exampfe) standard deviation.

11511(;'j
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| O+=5)+2]-
P ST (8)

As can be seen in Formula (8) te s exaltly equal to Qp when
variances are equal. The bias in the approximation is negative and no

greater than about 25 percent when control group variance is less than
.

. [ ]
experimental group variance; however, the bias can grow beyond any

bounds when the 1n=qua11ty in the variances- is reversed.

]

As can be seen in Figure 5.3, QC is exactly equa1 to the surrogate: .

but accesible, value [b when vart¥ances are equal. The bias in the

approximatien is neqative‘énd RO greater than about 25 perc%pt when

control group variance is less than experimental group variance; however,
the bias can grow bayond apy bounds when the inequality in the variances

is reversed. This indicates to us that the agproximation of étrvia‘
a t-statistic (or presumably an F-ratio, ;s well) could be unsafe if the
sample variance of the experimental group subsfantia?#y exceeds ghat for
.

the control group.

'9: A psycho1og1ca1 experiment performed by Hekmat (1973) 111ustrates

~

the probTems of this section and concerns of earlier sections about
choicq"f the control group ;tandard deviation and npn-normality..

Hekma®ompared three methods of treating a phobia against an untreated ¢

. control group. -Ten persons constituted each ¢f the four groups. A

-
[

. {
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Table 5.5

Pur=1ust Cosvrrtonine Means ANU STANDARD DEviaTioNS FOX THL BEHAVIORAL

Avaib e TesT, TEAR SURVEY ScHEDULE ‘

Beha..-: avoidance test Tear Survey Scheguie ©

Tost- I'oat-
P'retest condi- . P'retcet cundi-
tcore .uoning score uoring
scors score
2z

-

sn M OSHM O SD M St

6 31 6;

“vstemzuc desensiization 10 183 K2 3.
3 46 R 51

5
Semanuc gesensitizauor 10 184 &7 4 .
Impiosve therany 10 180 081 18 46 .51 . 31 |
17 . 46 31 . 51

Contro. 10182 T8 |

i
t
'

Note On the Fear Burvey Biched.ic the jcasant pole scof | the uniieasman: ;| The maumum phobia score sas § v
wdicstes very much fear  ane minimum sCo"e wae'l wiych indicates " no 1ear

Aruitoxt provided by Eic:
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Behav.ior Avoidqnce Test and a Fear Syrvey Schedule were administered
to each of %he forty persons before and after the treatment. The means
and standard deviations for tﬁé four groups on the two measures appear
in Table 5.5. j ‘
Since persons were assigned randomly to groups, the pretest
statistics may be disregarded. Notice the wide discrepancies among e
posttest standard devigtions: on the BAT, the standard deviation fd;
the systematic desensitization group is‘more Eha‘.five times as great
as that for the ¢ontrol group. If the effect S?EE;“ L , comparing
the systematic desensitizatibn g;oup against the control group is

calculated by dividing'by the experimental group standard deviation,
. Py - . .

its value is e .
5.0 -17.8 -3.78.

~

3.39
4
If, on the other hand, the control group standard deviation is used,

the value of the effect size is
° L. 9.0-17.8

4

-20.32
.63

‘An effect size of twenﬁidjtandard deviaions is an absurd figure.

Suppose that Hekmat hadenly reported t-statistics instead of
means and standard deviations. The t-statistic for the comparison of

‘the systematic’ desensitization and control groups would equal

f

. §5.0-17.8
. " — =-11.74
‘\/2( 11.889 ) . ,
0, ——

Converting this t-statistic to an effect size, assuming homogeneous

15s o 10U




variances as is necessary, gives a : of -5.25.

Effect sizes that bounce around fram 20 to 3 to 5 to whatever
else depenJ%ng on one or another assumption indicate that samething is
fundamentally wrong. In thg case of Hekmat's data the problem lies
with the measurement scales. They undoubtedly would show, upon
1nspection of distributions of the data, severe ceiling and floor effec*s

wlth resuiting asyrmetry and ndn-normality.

&

. Stucwes witnout Control Groups

Suppose *nat in a meta-anaiysis of experimental evaluations of
science curricula tha®wtypical studies -invoive the comparison of a new
curriculum ‘e/g., Science Curriculum Improvement Study (SCIS) or
Science: A Process Approach (SAPA)) against traditional science curricula
(SIEED lecture, teacher-centered and oriented towargd knowledge acquisition
rather tnan develoging §nqu1ry skills).. From such studies, effect sizes
comparing SCIS or SAPA against Traditional could be calculated in the
usual way, e.g., °

y

c. s T

x
.

where tne Traditional curriculum is thougnt of as al“cbntroi” condition.
txperiments will exist in wnich $CIS is Compared to SAPA and .

no {}aditional comparison is involved. It makes nd sense to pool in the

same analyses some effect sizes based Sn SCIS vs.jIraditjonal comparisons’,

some based on SAPA vs. Traditional comparisons, and a thjrd group based




\
\l L4

o SCIS vs. SAPA comﬁarisons. {For if SCIS and SAPA are both superior

curricula, their large and positiqfheffects shblld not be lumped with

comparisons between themse lves which would be small. The problem can be””

resolved by means of control referencing of the effect sizes. Each effect

size based.on a direct comparison of SCIS and SAPA can be broken into
two effect sizes'thag reference the curriculum against a hypothetical
control group (in this case, the Traditional curricu&bm).

Assume that there ex{sts some number of effect sizes ca1cu1a%ed
fran comparisons of SCIS and Traditional curricula; denote the Sverage
of these effecis by - sc Likewise, denote the averaée of all effect.

sizes gotten by comparing SAPA and Traditional by Lop: A single study

in which SCIS and SAPA are compared without a Trad%tiona1 group yields
one effect size, £ SC-SA® We wish to break :SC-SA into two effects,
d g and L'SA, that estimate the effect sizes that would have been

“

obtained in this study if a Traditional group had been included.

o o o N ’ I'4
Two reasonable conditions may be imposed on SC and _Sk,xthe

]
control-referenced effect sizes:

‘ = 4 - 4 »
1) Loc_sp t'.gc - t'cp vand (9)

- =
- ¢t ASA L SA (10)
These copditions imply 1) that the observed difference from the
direct comparison is preserved in the control- eferenced'comparisdn,
and 2) that the er;or (the deviatibn of a control-referenced effect from
' L 4 - e

the average of all similar non-control-referenced effects) is equally

shared .between the two ré?Erenced effects. These two condittons establish

158171'




N

’

a pair of i¥Q¢pendent linear equations in two unknowns that can be solved

for the two control-referenced effects: . )
P

“se T Ueseesa*t Tse * Tsp) /2, and

Y s T tsgash

_ \
4 »

Consider this illustration. In 100 comparisons of SCIS and Traditional
curriculey the average effegt size for tne dependent variable "interes:
in.scﬁen:e' is 0.7€. ?or 200 comparisons of SAPA and Traditional, the
average 1s 0.48. An experiment in which SCIS and SAPA were compared

-showec an effect size on "interest in science" of . 30.

Lscosa =
“ne two control-referenced effects,\then, are given by

t'qe = (.30+ .76 + .48)/2 = .77, and

14

A’SA 77 - .30 = .47,

v

Finding a Standardizing Variance for
studies Without Control Groups.

. w
Among the research reports relevant for a particular meta-analysis

may be some which provide experimental comparisons of two treatment
conditions of interest (say A and B) but include no control Q@mdition C.
Such studies.will providg,.at best, standénp deviations for the two'
treatment Conditions but ne{ther of these is ‘appropriate for reasons

. discussed in tHé previous s;ction. An estimate can be obtained however.

If an stﬁdies:?ﬁﬁﬂhich A is compared with C are taken, the observed

cantrol grbup standard deviations can be regressed on the observed

.
-
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treatment A 6}oup stancard deviations to give:
: K

s

c

!
»
7 s 4

= b, + b,s, . ' (12)

0 1A -

A similar regression can be established for St and Sg from those
studies compqring treat;ent B with control C. Non-11néar regressions
are gossible, of course. From a study comparing only treatments A and
8, tne observed standard deviations Sp and sg can be substituted into
their separate regression equations to provide two estimates of Se-
Tnese two estwmatés could be pooled to provide the standard deviation witn
wnich to scale the mean dif%erencé (ykﬁfié). From informationafrom
other stydies about effect sizes for A ahd B agajnst‘éontro1f tnjs effect
Setween two treatment conditions could tnen'be converted to separate
effects between tne treatment and contro] (see previous sécti%n).
txperiments witn quan:'tétive independent variables (time, size, etc.)} *
often nave no untreated "control” condi}ion. (A general approach to
integrating effects from experiments witﬁ guantitative independent
Zariab]es is described ‘n Chapter Six.) For studies of d?ug dosage,
amount of instruction and sg on, a controf condition of no treqt‘r'r)ent can
be defined and iné]yded. For studies of an‘independent v;;1$b1e%;ucﬁ as

class size, one investigator's control can be another's treatment.

But eacn study involves some number of camparisons of a small condition

(S) and a Targe condition (L) and yields twe means, Ve and VL, and two

standard deviations S¢ and.sL‘
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©¥ tne standard deviations~vary w1 the value ¢f the independent variabley

!

L) .
tnensome value of tnat variable can be chosen as a reference point and its

13

stangard deviation usec fbr converting all treatment mean differences to effect
sizes. The problem is to find a way of converting from the observed S¢ and S|

on tne variable used in a given Qtudy to an estimate of 5., the standarc

p)
ceviation for the reference group on that variable.

- .

~om a1l studies, the ratio 0f the observed stancard deviations can pe

regressec on the vaiues of the quantitative independent variable usec in the

ceroarmiscn, viz.o, small [S) and targe (L). The resulting regression funczion
will ne
U .
)Q =
- f—=)j=b + bS5~ .
- L 1 -

.f 2 stancard deviatiorn s is observed in 2 particular study for condition

“»

’

S, the starcarc deviation for the reference condition R could be estimated,

L 1

14855, as - .
A second estimate §p can be obsained from thé observed sL in the

same s+tudy. The”hean of the two estimates could be used. (If R< SorR >L,
i —f

the regression ecuatjon can still be used but with substitutions appropriately,

reversec., The observed mean differences (;é - yL)‘can then be scaled to effect

s
sizes for the corresponding df?fergqces 1n the value of the independent variable

' ]
as: _ ’
Cag n s T (15)
-L -
SR




METRIC FOR MEAN DIFFERENCES

Final Status Score
’ L

. . . ¥
In a study with random assignmen: of subjects to treatment and zontrol

conditions, means can be obtained on & criterion measure Y as V} and YE . >

The mean difference can be scaled to an effece size by the control group
Y

bl

. , - » ) v _
stancard deviation on tnis measure, sy. Final status, 2s the scale of the )

‘+ '

criterion measurs, nas several advantages over ferived gain measures such
'as raw anc resigual ¢a"n scores and covariance acjusted final status scores.
Firss, 1% is pnenomenoTog}ca11y more relevant and, therefore, provides resylts

more reacily interoretable, oarticularly by lay audiences to whom a meta-

aneiysis mignt pe dadressed. Second, the variance of the derived gain

measures contatn confouncez "measurement error” which can significantly bias

results. ot

¥

Wnere there are pre-experiment group differences, the use of a post-

t¥eatment status scale will 2iso be biased. It is with such biases that

tne derived gain measures were designed to deal. That they do not deal with
. - them agequately is one problem. _That they expreéss the group comparisons on

a scale different from tnat used in randomized studies with ondy a final

status measure is a fu?tner problem for meta-analysis. If the final status

- »

scale is to be preferred then procedures must be found for converting results

oF stucies using other scales to this one whilg minimizing the biases due:

3

to pre-experiment differences. This paper suggests such procedures.

conversions Frem Cther Scales

Raw _Gain Scores. 1f the gain score from a pre-experiment meastire

(x) to 2 post-experiment criterion measure (v), for person i in the contro}

group is:

—_— " ’
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1L is obvious that the mean gain is simply the difference betweer the post-

expeériment mean (7&) and the pre-experimen: mean (7.). The ¢ifferénce
. . - o

. belween treatment and control ‘group medrs cains will be:

b
"G = (Yo e Vo) - (X - %)

~
-

(17)
\ .
< -

or the comoutation of an effect size on the final status scale the

a _‘:)l

. .. -‘ I3 » ~ } .
mean citverence required is (Y- - V), It is better, however, to use

LI B

T tnere are no pre-treatment. ¢if‘erences between tne groups,
ie., (o= XC) =0, the two will be identical anyway. 1€ there are pre-

. :
treatmens- differences, as tnere often are ir studies in which cains are

resoried to, tnen (& - §.) nas.the advantage tnat it is not contaminaeg
¢ -
s¢ cirectly by tne pre-‘reatment differences.

Resiguel Scores. The residual el&ment of tne final stactus score,

for person i in the control group, unexplainable from that person's status

on & second variable X is: ' .

AT SHRRS ST

e (18)

L)

o The mEan d1fference between treatment and control groups in residual scores

]
/

will be:

T -T = (-7 - Y- ¥ ©(19)
977 9¢® (p-Yp) - by (- ).

><

/A\ ‘. . . . /‘ »
Again, altnougn the mean difference of interest for the comoutation of*an

EvERY

effect size on the final status scale is (Vf -.{C;, it is better to use

(E} > Gr). 1f tnere are no pre-dxperiment cifferences, the two will be the

a

(A




’ D4

———

-

same. [f there are, as there often are in studies in wnich residual scores

- -

are resorted o, tnen (c. - g.) nas tne agvantage that*it is not cohtaminated
sc cirecyly by the pre-treatment differences.
Covariance Adjusted .Scores. Since the covariance adjus tment of final

scores 1s conceptually similar to the computation of residual final status

scores, the same points may be made. The adjusted grohp means for ANCOVA
will be the'g in the previous section provided that the residuals there
- &re computec using a regression line through the grand centroid (X, 7")
wi:é @ pooled within-group estimate of slope.

‘Use of the regression line fitted to the total bivariate distribution,
ignoring grou> membership, is inappropriate. If there is a treatment effect
wnich snifts the‘re}a;§ve levels éroup performance on Y, unpredictable from.
their relative positions on X, this treatment effect will be in part
removed in the computation of the residuals. Use of & regression 11ne'through
whe granc centroid with a pooled within-groyp estimate of slope removes
only those final s*atus di‘ferences attributab?e to pfior status differences
and none due to treatment effects. If the total éroup regression line has
been used in a study it will be difficult td inciude its re§u]ts in a
} meta-analysis unless the prior and final sta=us means are proQﬁded.

P

Tne difference between the covariance adjusted group means then, -

will be:
| ' - -
'(Y' - V) = (Y -V - bﬁ”l & - X
, _ © o (20)
Yo -g .
- " Yoo 17
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f:"!
Achieving "Foryanao Tity" when
- )
'he uses o..ﬁawn scores, residual scores, and covairance adJusq

1Y

ts when there

» .are pre-bxper1men; gzoup di fferences are aeeempts to rende groups

onoarab]e Infou?ta analys1s there is a different problem o cq@oarabiljty.

vif :n!‘e are no pre-trea:

-

be zween groups will ‘be the

t differences, then mean ¢ifferences compu»ed 7

”0,
me whatever .he scale. That is: NN
. . » ¢

- —
NG

- Y

e

)

P

The cnoice 6% scates will influence the es¥imate sy, 0f course, even
- ' “ fe '
where it does not 2€fect tne mean difference. .Where there® are pre-treatmen:
iy . ' - . - ‘ .
n ¢i1fferences, then it is 1napprppr1ae= to use (YT E-YC); but the aquestih

s ) . R T .

is.wnicn of he others to° use. Some sedees_eo be included in the meta-

1

‘

analysis may report resultsgyi;h gain scores, others may report residual ~

or covariancedjusted scores. There‘seems to be no- 3 Driori'rei‘\hs for
> ‘ ) .o N~ .
. . 3
preferrimg one to. the other. It is a cho1ee that the revweWer‘undertak1ng

/ - -~
’

A | pareatu.ar meta- aae ysws must take and snoqu repore ’ Cons1§tencg is - '
. r B

a 1mportan* Resu1ts on one sca?e can be ccnverted to rneiheher us1hg’

‘

s
SR <§T-€C>=(‘T'-_acz,-ﬂwy,*y(xr--a). @

. >

an d1fferences used for the Qomputation of effect sizes will thén

-

<

all be gither /Yg -'Y ) or the same variety of adJusted group differepces-a,

/
. uSed as an approx1mat1on of the final’ staﬂﬁs d fferences for 1n1t1a1]y
L 4 ’ ,‘ «*
' comparable" “groups. JThe form of the mean d1f‘erence shoulp be recorded

$0 tha\, any systematic d1fferences in e‘fect size re‘lated to‘he form of . .
L4 R ‘

) its cchuIatupn can be reveaded. e i t
b ) ' B ' , } e \“
—- [ ] - . 54 i \'
] by l .‘ ) . o‘:’
S . 165 7y S LT
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* Choice of Standard Deviation for _
Scaling Mean Differences .o . ‘ 1§

&
RS
Tne cno’ce of ﬁpe s.ancar* c;\\a ion w1§n whicn to scale the dif-

¥

ferences between group means is crucial. Variations in chgice can be @hcted

NN ST . . . .

in substan+1a1 dw*‘erencés in effect size. Record1ng the/;hiiFe made *n
v

each case can'allow the 1nvest1gat10n of any systemfatic interaction between

the fhowce gnd~325 effact size computed but, un1§ss the reiatwonsh1p is '
o\
v simpie, cther ?ﬂpo'tant relat1onsn1ps with effect size may be obscured.

For mas< problems, it Teems preferable to sbancardwze ‘group mean
¢1fferences by the s;anaard dev1ab1or of the ‘ma1 status variable, not by
N A
fne s and=r‘ dev1at1on cf some type of gain, cnange or residual score. ‘The

cnoice of a standardizing metric is hard]y trivial. Consider an experimental

study in which pretests and posttests.were administered and in which no
, « h e
- . . . U3 . ’ .
. pretest mean differences existed. Suppose further that the pretest-posttest

cort;!%tion is 7:, the posttest mean di ffernn;p s 10 points and fhe .

posttest standard devwat1on is 15 The e‘fert size, AB ~terms of the
| : T S
f1na; 'status measure iS: ‘ .
- ‘ . N ) * ' 1
. . VAN = _LO._ "= 67. A
_ y 1 : - :
’ . ‘ - '
LY » . ' . . + k3 L4
As will be seen below, the standard devietionof resicual scores in thjs

“instance is 15/1-.732 = 9.92. 'Hence, the effect;size in terms of the *©

metric of residual scores is: ® . - e

g ,' \f ' A 10 .o )

or =v T -0 ' - b

\ S
- L. v

Obviously the choice of metric makes Guite a d¢ifference in the calculated

effect. Neither calculation is wrong; they merely reflect alternative .
\ ‘ .

.
. ~
LI ' “
M .
R .
. N . . -

\.\‘1 o ) - ’ ‘ .‘. ‘@

"‘ ‘ . | - .]66 1‘7:). .
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~

~ .

expressions of tne genera

Y

i phénomenon 0f the experimental resul®s. No "

. N s . N .. . L]
- r1gid ruies about ﬁﬂ.cn metric 1g best wouiZ be adv*.s.ame,‘but‘tne me<ric

of.the final status measure seems preferatle. Fimal status (i.e., "postiess

. >
" . ' . . . !
score") 1s a pnenomenon more reacily perceived and experienced than cnange \¥.

4

¢ s
. . . N . ~ , . .
or gain; nence, the expression of results on tne scale of final status 4s
Qﬂ!nomenologica11y'more meaningful. Inm addition, there are several ways to

. . :
measure change or gain that are equally geod, or bad {Cromdbach and Furby,
- \ . '/
ot L o , . s : / .. '
1573,. ' "Simole ga2in," "residual gain," "estimated true gain," and ctners;
o o .o»
eacn nas a cifferent vardance and wouls give a different vaiue of £5. It

L]
-«
|

seeTs Detlgr 10 avoid them 211 anc standardize group mean differenfes in

’

terms cf final gta‘us. R ' ]

eorsrd) Grhus StancardrDeviat¥on. oh Final Status |

<

~Direct Use 0f Lon<rol Grouo “Stancard Deviation. where the standard

geviation for & control group on fimal status gcores is available it should

be used. The relative effect of treatment with respect to no treatment can

-

<hen be*"eaq}j} described in terms of :Ee‘d1str1ou;1on of scores for untreated
sudjegts. OF course, separate effect sizes could be estimated using both
TONLro4 group anc experimental groqp;standard deviations. Thesé effect

sizes néed different 1nte?pr§tation§ since they ex%ress the mean differences

in terms of different distributions.’The most straightforward procedure
L) - ~

~is to use the control group'dis;f#ba%éen as the point: of refereqcefﬁf .

[

a

For cases in which the treatment and control group standaéd deviationg are

not homogeneous, the treatmeht groub standard deviation w111 vary with

-

the nature of the.tréﬁtment i Attempt1ng to keep\track of such V%r1at1ons

> n

through analysis and interpretati pn will unn%ceSSar1ly comp]wtate ;q§ anp]ys1s; <
" 7 ﬂ -4

! v '




Petrieval From Stamcard Deviations on an Adjustad Metric

In the preceding disqyssion of choice of standard deviation, all
‘ stancard deviations were taken to be expressec 8nm tne metric cof the Fina!
status scores. [T those scores have been adjusted in ;ohe way, the
.+ standard deviation on -the fiéai status metric néecs to be-retrieved from

tnat oq%?he adjusted metric. Procecures_for making such adjustments are

gescribed in this section.

!

T»

Raw 3¢in Scores. With raw gain score cefiqed Dy (&6)'the variance

. e (
cf the raw gain scoreg can be shown to be:

.
—_——— - - v
.

_ 2
wnich, 1€ 1% can pe assumea “ha* :x =z, reduces'tc}
' * e y . . . . -

O
GYer
L]
(9}
~
~o
-~
[e—
L}
>
~
L
—~
~no
F =9
~—

v * “

<f tne control grous stancard deviation iS.provided ir <erms of raw gain
¢ . ' '

)

[t

C

scores.-as 5., 1ts stancarc cgvfﬁzion on the final scores !!lee obtained

from:g, - .
} ' Sq . L
s = > . '

. & véih = r )

Xy

i -

if many stucies xeporting in <erms of r&%.gain scores, no information.is

L]
N ‘ - i (3 e y
- proyidec apout the correlation betweeh'tme two status measures. It is
. 13

- .

| )
| ad1so important to note ‘hat the correiation reauired is r_ for the control
| . . . xy ‘

- group or, at least, a pooled witnin groups estimate of it. I¢ the cor-
.
. ) ‘ i ’
relation is hqi‘:;gyided, 2 reasonafjle guess can probably be made i¢ some-
1 .
ou

) ]
thing’is Known

testi-retest reliability might be appropriate. ' v

f . - .
t the tests invoived. For standarcized tests, a published

&
- ;_erB -Residual Status Scores. With resicual s=atus scores cefined by  (18)-

the variance of the residual sccres can be ‘snown to pe:

-«

} | -, 168 |5y




witnout any necessiry assumation abous éqll?1:} of ¢_ anc-o .
X y
the contral group standard deviation is provwded in terms of

. ,

re51dua1 scores as sg, its standard deviation on the final status scores \

can be octained from: ¢ - v - -

t
1

5’_5;* : | ’ (27)

informatjon 2Bout tne correlation between SCores on tne twe status measures

s more iikely TC de pravizec 1n stucies using resicual scores than

- . . . N .7
in scores.  The correlation recquirec 15 the poclec within-

n
PE
C
(@Y
>
(14
n

4

[ 99
7
- ]
s )
wy
A
[
¥

[Ya ]
u

% 2 éroup correiation not the contro}.group correiation. Sinze the resicuals

are calculated using a\poo?eé est?m;ie 0f sicpe, and not separate group
estimates, it 1s with thé poc?ed'eét%mate of correlation thatd!ne unreduced
‘ stancard geviation can be rezovered. 1f the control grouc stancard deviation

on resigual scores, sg,»is available it should be use¢rathe- trat gprociec

.}

"

I —--

T )

stima

:l"
1=m

- \r
, o dvariance Ad7USueH Fina) ta‘us Scores. One effect of charvance , .

% adJus;men.s is to reduce ‘the within- group s;andard deviation in a manner

-

similar to that dascribed fOr residual sc0res " If the stancarc oevwat1on for

» the con;ro? group on/“n\ reswdua] sgores is given, the standard devwauwoh

Al L4

for the fnnax status scores can be estimated using ‘ormu?a (27)

- » . ~ ¢

. Tf only the covariance adgusued pooled w1th1n -group mean<§Quare MS' , «
is known a aoo]ed estimate of the w1th1n-group standard devﬁation on finai | ¢
o ) ?
++ status scores can be obsained from: . P :
- . R Msv g ( 1 ) . -
- ¢ . . w W / .
4 . Sy = . =~ (2¢)
: (1 - r? ) ’df )
4 2 » . Xy R
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retrieval From Higner Qrger Factoriel Desians

) ‘- - ) v ‘-.
Many experimertal comparisors of & trza2iment and & conirc) concition

usemcre comoiex cesigns tnan tni‘51m:79 comoarison of two grouns.  Some

ntroguce otner factors into a higher- oraer anz?ysis of varignce design to

examine interactions. In the nrocess tnese cedigns, create a new definition
» l' .

0f within-2811 variance. OQthers introcuce stratification of subjects

-

imatining ¢ pairs oeing an extireme examcie) ¢ reduce the error var,anf*

aAan~ L] -~y . 3 3 s - >
dnc gota'n 2 more SOWerTyt-sagnitTizance Tast. N8 USe ¢ repezies measyres

1
Gesigns in wnizn subjects are mascned witr tnemselves is intencec tc acnieve

€

- -F repcris of stydies of This type, orly the pociec irfsrma<ion in
K.
Y eNe A& L - - -aqn <~ - { [ .
gre.ys3s &V variance taries s proviced. Means must be .ounff:o reirieve
ar &rorooriate estimate ¢f tne control ¢rour stanzard gceviation
lmmeea mpn" = - m e D ve . 9 \
et Lond, acters of Tneoretical Interest. 1€ a higner orge- analysis

3

'$f yariance is used *S exsiore interactions petween tne “rez*ment ang other .

Lo m . - & o v"— -, o - b - - P . ’ .
acilrs, thnat nTcrmation Sﬂ{?uld nov oe lcyb’u'. SNOUIC nsteac be cogec inte

ne mela-aralys: 2T 1s Just sucn irnteraztions that mela-analiysis may N
revgai detween stucies. Any results wnich reveal such interactions - witnin
- , » i
. » . .
StJCiesshouic pe preservec tn the data ‘Or the meta-analysis. For example,

- +

a Study *¢ ip:mare treaiment anc conircl concitions (Factor A may stratify

P !
e cf-subjects. intc males and females (Factor 8) %o ssucdy the
[

. , !
interaclign of tne treatment witn the subject's gence* For an effect’size

basergn tne citference between the overal’ f;gazment ancd control means }

4 ’ Y . - hy
*YT = '~ .J the appropriate stancarc ceviat ]on woulc be that for the tctédl

Controi grout. A pooled estimase of :r:s Woulc be given, by:

. {SS8 =SS, - S¢S
o - ]
- “" w
s = = : (Zg,i\
J AU It '
. . 2 g w'.
<4, i '
' »

©




~

. i
> “ " ) ' .
An effect size “or maies alone would be based on the mean difference

\ -

., J. The appropPate stancdrc ceviation would be tne one for tne
M.

><|

{\X‘*‘v =
R
1

controi growd maies for wnich 2 poclec estimate wouic be given by:

N -

s, = M. , ( 30

Stratifica<ion on a Continuous Yariable Zorrelated with Dutcome. in
some stucdies susjests are’ stratifiec on 2 continuous variaple whicn is cor-
reiatec with the final status measure. inis zesign @

sur of sguares from tne corresponding unst?a:ifiec aesign t0 be pariiticnec as:

- - - - - - ! aa
SS vy = 855 7 S8, ¢35 o V3L
o »” ;! -

LAl o] at*] . \ﬁ“'\a,'

',‘i .

M .
as ‘o~ tne case where 5 ‘s a factor T <tneoretical interest. Altnougn nis

] 1 test 0f <nhe treatment effect, there 1s
.- o . | : o o
usualily noc substantive interest in the belween tevels varijation or the
sreatment by Jevels interaction. The contrcl .group standard deviation
-snculc beg@btained 2s the pooied estimate in formula 29).
1€ tne stratific tioq,i;\%cnieved by matcning patrs, tnere will be

v

{0

desigr aisc 2llows a more powerfy

xist tc be pooied. Where

")
—
(11

t

no term. Only the terms SSB anc SS'B wi

S/-" »
JTwWAE A
the matched pairs data are analyzed by 2 gependert gropps -test, the

stangard error 0¢ the mean diffgrence between pairs is:

) /7 - 2 - g2 - Zs‘vﬁgfcr
- U_ B | 1% !v i - (32)
G n

are.+ne standard deviations be the treatment and control

~

wWhere 5. and ¢
! |9

groups, ¢ i's the correiation between pairs and n is tﬁ\\pumber of pairs.
- ¢ . fl
‘n‘J .
andarc geviations for exdperimental and control conditionseare

ct

MR 4
» &A t\e ‘S

2SSUmec to Se homogenecus, then [32) becpmes:

. 2z -
“fa Y \ Y
GE = .-_r.\a. (1 - QT’_,‘ . (3]
£ . .
3 { ¢ K 15 .
* -z \ X




L]
«® tne standarc error of the mean

¢:fference between pairs is reporiec, the
conirs’ grgWd stancarc ceviation on ine finel status measure can De estimgted as
. . - < <
» R -
- Y 5:
- s, * ST . : 34) ¢
st VET : - By
I

N

Since the correiation between pairs, r.., will prodably not be
(S

repcriec it must be€ estimatec. The mattning will have been cone on some

variasie ¥ measurec before tne experiment. Tne partiel correlation of scores

-

on tne cutcome measure Y%etween mempers of seirs, controlling for tne common

‘the matching varabie, shoulc be zero.

.\ -
X score for memoers o° eacn %ﬁii’ will be
\/ 4 4 ‘
-
~ - -~
SV 2 FY_x X g .
: .= ! e g
-Y,.'x ~ o A ]
' WE r Y, 2
-z L - L
" : : // exiV TR : :
‘ c .
G
¥ tne correiation between X anc Y is the same “or each grouz, %hat 1s
N .
- . -t
- - E‘ﬂ. ' » ‘
YV . .
X? 5\ : . - :2\/, e
- By T 36, v
'~ (1 - ¢2,) ' ' & )
‘ . Xy K
. N o~
A - <A ¢
anc, Theretlre, . '
2 N 2 (373~
ol =z A~ <+ -~ ~ L o
fo AR S L T B
’
I 2 .
’ ‘ .

if 211 that members of a pair nave 1in commoggcan be accounted for

by tneir common $cores on the matihing variable, then

3

ther variaple

between their scores on any ¢ 7Y

A

A the |,
- L]
, ’
correlation betweern pairs ‘gn the fina'® s<asus measure tnen would be:
\
. rl l ( 38

\

.
the

partialing.put their

reasonable estimate of ¢

partial correlation

scores on
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(WITtRIN Croup, 335 not provige '.'l whe "E"’""‘ 2 restnac:e Juess :a:.
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5¢ made if soMeThing 1§ KNOWN 2Dyt tne tesss in/clvec

~

Stratifica+ion on a Continuous Yariazie ¢° Theoretica) Interest. on
Ts - "
“ ' . o N ] ) 3 ‘
some stugies stratification on a continuous variable may be usec 0 introduce
[4 < - & '

a2 factor in whicn tnere is theoretizal interes+t. For exams , in researzr

,/

on ability ,ran*nﬂ some studies test only overail mear De erforparces of

in nomogeneous ¢rouds anc §TuGents taugnst Jr net *ocen°OJ

w3

Womcceneous anc neterogensous y groupec students at various tevels of ari

t¢fezt sizes car pe estimetec for potn tne overall mean di<ferences anc
+ ‘~ .

tne mean cifferences ‘at §¢ifferent ability levels. The question is, Mowever,

whicn standard gevia®ion shnould de Usec <2 scale <ne mean dfffergn:es at

-

specific anility levels--tnhe total.control groud standard deviation [or a
v

- . R ©
pooiec estimate of 1L, or the stanzar¢ geviaticon .fer tne sudb-test of tne

. R ‘- . . Y . N

group % tnatleve; (or a pooled estimate of it), )

he cnoice wil’ depen’ on’'botn the interp”etation tc be made 0F *ne
L}

+

effect sizes gpc the extent of aggregation cf gffﬁtt st2es. 1€ mean

effect sizes over 2171 Jevels are tb he computed, or i€ effect sizes for

vars ous abilit ‘é,fvels are to be comparec, they shouTd be scaled ™ terms

-

the standard aeviatidn of tne wnole <qonirol grous. If, from the analysis,

[ & B
"

emerges that there are cifferent effect sizes ‘or different abilit

-
ct

- » A . ) » ‘
fevels;..new effect size estimates based on the control group for each

particuiar level can be calculatec. These effect sizes will b; Andices of

the e“*'acy of treatment.at a particular apility level wtin reference to -
r’ . » v L ‘

the cistribution of the scores of the relevadt‘untreated groups at that level.

R ~
- ! -~

a

g ' - P
. 174 y ‘
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hed

(¥ a stugy presents cata fo- only a part ¢f tne tctal Zistriouiion

Tt Wil De necessary I estimate tne stancarc asvialion ‘or zne whole

-

TONTrol Dobuiation from 2ne availasle stancara ceviation for a truncated

section ¢ =i, (therwise tne effect sizes calculated will vary accorcing
N LY

! '

7 . .
T2 tne homoleneity cf wne §iincatec portion used. For this es+timation,

informatiie " 71 be required about the correlazion between <he stratifying

variasie anz she fina’ §tatus measure ang <ne seiectivity ¢f tne sud-grous

or the Irouping variasie.
Aroalternetive ¢ esilmating tne tclz: Iontrs! group stancarc ceviat 1on

nowever, wou ¢ be tc Use tne reportec stangarc ceviitions anc to rate tne

gxtert ¢f tne Truncaticn ¢f thne :istribuéﬁcn cr 2 cruce tnree tc five point

e. Tnese "atings cou.Z be ¢ a*rela.ed with the effect sizes o cetermine

whelner tnere is any re?a:ﬁonéhip: e

\
2eneatad Measures Araivses. -Where the Treatmens anc control concditiors

(41

Ad
[{1]
vy

ycn tnat ‘nay cer bcth be appli ea :q‘tne same sam:?e repeatesd measures‘
designs are sometimes used o aveid 1r.er-su.prt @ 7ab1.1;j be.weor Jgrouss.

:notne simplest case, wnere tredtmen< s one fagctor {A) and subjects :he other

'S, tne errar term “or testing the sigrnificance of tne difference between
. - \

: : e : ' >
whe lregtment group means is fhe xS interaction mean square. An estimate

oFf tne appropriate cor"o group standard cev.at‘On cah 'he obtained if the
sums af saq ualos for S and A xS are pooled. Simiiar approaches o poo]ing
can aé’useé for mixec mode! designs'in wnicn squectS‘arEgneSted unger some
gacitional factors but <rossed with tf;atments.‘ ‘ | '

W ’

1%




TRANSLATION OF SIGNIFICANCE LEVELS INTO ZFFECT-SIZE

Imagine that 1n the report of a study 1t is recorded only that a

particular tes¥\statistic (e.g., 't or F or Fisher's Ivtransformation of r)

was calculated on n cases and that its 1e{e1 of significance (i.e., tai] \*h

érea unger the null hypothesis) was p. How can one transform this meager

1nforma\!on into a measure of. effect size or co*re]ae1on7 Provided eha the

<

ly and not rounged to coarse approx1mat1ons such

D-vaiue wae reported eXact

as .05 > p > .01 (1n whwcn case some very c"ude conventions must be

adoptec), tne transformation is straightforward. Lf, for example, it i3

) reporiec that 2 twa group t-test with Ny = 0, = & wasssignificant at the

-

p = .02 level (two-tailea tes:t), then it is a simple matter'of looking

up the value of t in a t-table:

) §
. . .99\-]0 = 2.76. ‘ R

Thus, one knows nj» 0, and the value of the't-test; hence, one can

proceed'to_‘p via the conventional steps derived and illustrated elsewh®re:

.

/
A:t_]_q,'_.l_ . . . . {
- V- 4
) . t2766 B’
r '1{59. . . .“
' \
The redsoning and methods are similar for ail of the other eest- ‘ \\

seae1st1cs for which we have der1ved transformations to. reor

1977, Smitn, Glass & Hiller, 1979; and the first and second quarterly -
O r '

—

. (see G]ass,

‘ .

. . . . ,'. ) - ]‘75 155 . ‘
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reoévts). A slight comp1i;§twon may arise at this point. Some investj-
/

gators attempting an 1nfegrat1ve amalysis have routinely transformed any

o value into 1ts.corresbond1ng unit normal deviate z, then into an & or I.

The transformation via z introduces small errors into the resulting estimates; °~

when tne particular test statistic on which p, is based is known, then it 1is

more accurate‘to transform via that statistic. Forhexamp1e, in the il-

justration above with p = .02 and g& =n, = 6, the transformation/bia z

(wnich essentially ignores the "degrees of freegom” problem) givek tne S
‘oliowing estimate of L. i ' \
4 )
.992 = 2-326 » s
e ] ] T ’
“Ly =12 et e
- n'i nzk
’ Ay
- 2.326 J b+ 7
6 ‘

»
"
—
«w
£
¥

The earlier estimate equaled 1.59; the error introduced by transforming via
' &

z instead of t is over 15% of the value of & .

Aside from this minor cogplication, the transformation of p values,
given n, into & or r is rather obvious, and it proceeds by means of

conventioQaT §tat15t1ca1 t&bies of si9n1f1can;e levels and formulas pre-

viauély developed for transforming test stgtisticg.
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- bution t-test of means in these circumstances; the U-test was once

TRANSFORMING NON-PARAMETRIC STATISTIES

Suppose that a sfudy involved the test of agpull hypotﬁesis about

*
equivalent locations of two distributions, and a 'Mann-Whitney U-test )

was performed and rgported. The U-test competes with a normal—distr’-

Sy

'
E 2

popular because it was believed to be safer whep paraﬁetric assumptions
were yiolated. The sa;éty proved 1argg]y illusory, and today the t-test
is the method of choice. But many studies reported U-test results,.

and it is necessary to consider how informatiqn about 4, say, can be ,

-

Y 4
rétrieved from them.

No simple transformation of U into . is«possible since the U-test

and most other non-parametric tests donot test simple hypotheses about

popu]atign means. However, one could’substitute for the rg?orted U-s'tatistic
the value of t that has the equivalent level of significance. For example,
with ny = n, = 10, a U = 23 has a two-tailed significance level of p = .05.

The corresponding t is 975318 = 2.10. From this E;Stétistic an a is’

found in the conventional manner: ' R
. . \
) ~
A\zt _]-4»_]- .
FMmom
= 939 .

The above series of transformations appear sensible and adequate,
but one refinement may be possible. Honparametric tests are known o have

less power than parametric counterparts where.the latter exist. Thus, a .-

-

U-statistic significant at the p = .05 level probably corresponds'to a

t-statistic that is significant at the .03 or .02 level. For éxamp]e,
. } 1

—————— -
’
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* it is known that in many circumstances the power of the U-test is about

95% as large as the power of the t-test, & situation illustrated below:

The area tc the right of C under the curve H]:t is Py the power of

®
the t-test against the particular alternative hypothesis illustrated. The

]
area above C under~H]:1lU) is P, the power of the U-test. It is generally
oo ] !

tr%? that pu'/pt = 3/m as n-wo (Mood, 1954). Now éuppose'thpf P, is .
approximately .94 jn;a particular situation. Then the corresponding power
of t is pb(n/3) = .94(1.0472)~='2984.‘ For large n, and LUPY the values of U
(appropriately standardized) and t that cut off 94% and 98.4% pf the ared
under roughly normal curves are 1.55 and 2.14. Hence, the small 5% dif-

!
ference in power. gives rise to quite large diffenences in test statistics

and, hence, in approximations of ‘s or r' s .The prevalence and 1mportance
‘of these d1fferences depend on the relat1ve powers o‘ various non- parametr1c

»

and parametrwc tests
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TRANSF ORMING DICHOTCMOUS OUTCOME
: VARIABLES INTO EFFECT SIZES

Experimenﬁal outcanes are frequently measured in crude dicho- -
‘ tomes where ref1ned ;nethc scales do not exist: dropped out vs.
persisted in school, remamed scber vs. resumed drinking, convicted
.vs. not convicted of a2 crime. It seems inapdropriate with such data
to calculate means and standard deviations and take a conventional

!
ratio. One approacn to this probeem is to attempt to recover under-

lying but unobservable metric (e.g., motivation to stay in school); -the

. exper1menta1‘and contr ol grwps are distributed normally as in Figure 5.4
- It is assumed that there exists a cut-off point, CX’ such that if motwa— .
t1m to stay in schoo1 falls be Tow’ CX’ the pupil will drop -out. What can

- be observed are +the proportwns PE and PC of the groups which fall below

CX' Under the normal distributions assumption,

where . -

,

C'learﬂy, is simply the standard narmal deviate which divides the ’
curve at the’ IOOPEth percentile and can be obtained frcm any table of the
n(rma1 curve. Likewise, ZC is that value of the standard normal variable -

3

. which cuts off the bottom IOOPC percent of the distrubution.  Since,
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and ‘ . .

Control Experimental

»

- - Cx XC‘ , X
. [ ’/" , X
Figure 5.4 Model of the recovery of metnc effect.s: 'weasures from dichotomous
findings . . ) ’ -

1

) . . ;
1t.can be shown under the assumption of hemogeneous variances that
Xe—Xe_ a .
ZC_ZE=[TQ— A . .
4 -

’

" .Thus, effect-size measures on hypothetvcal metric variables can’
be,pbtawne3~sxmp1y by differencing the standard normal deviates correspond1ng
to, the percentagesK:bserved in the experimental and control groups. ipe

/
( " reasoning foldowed here vs esSentially the same as that which underlines

~
-

probit .analysis in-biametrics (see Finney, 1971). Where the unobservable

metrfc d1str1but1ons ought to be assumed skewed in an expected d1rect1on

the methods of l;g1t transformat1on will be more appropr1ate (Ashton, 1972).

L4

-
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Table 5.6
Probit Transformation of Difference

In Proportions to Effect Size

~

p

(

‘ e
, . /- ' .
o % 5 20 s 30 3 .40 .45 .50 .55 .60 .55 .70 _ .75 .80 .85 .90 .95
0 -% .60 .80 .97 112 1.25 1.39 151 1.64 1.77 1.89 2.03 2.16 2.3) 2.48 2.68 2.92 3.28
024 461 76 .89 1.03 115 1.28 1.41 1.53 1.67 1.80 1.95 2.12 2.32 2.56 2.9
- 0 .20 .37 .52 .65 .79 ,91 1.00 1.17 1.29 .1.43 1.56 1.71 1.88 2.08 2.37% 2. 68
0..17 .32 .45 .59 .71 .84 .97 1.09 1.23 1.36 1.51 1.68 1.88 2.12 2.48-
0 .15 .28 .42 .54 .67 .80 .92 1.06 1.19 1.34 1.51 1.71 1.9 2.31
C 0 1327 .39 52 65 .77 .91 1.04 119 1.36 1.56 1.80 2.16
0 .M .26, .39 .52 .64 .78 .91 1.06 1.23 1.43 1.6 2.03
. 0 .12 .25 .38 .50 .64 .77 .92 1.09 1.29 1.53 .89
2 0 .13 .26 .38 .52 .66 .80 .97 1.17 1.41 1.77
0 .13 .25 .39 .52 .67 .84 1.04 1.28 1:64
’ 0 .12 .26 .39 54 .71 .91 1.15 1.5]
. 0 .14 .27 .42 .59 °.79 1.03 1.39
0 13 .28 45 .66 .89 1.25
. / 0 .15 .32 .52 .76 1.12
. Y 0 7 .3 61 .97
] 0 .20 .14, .80
\ Yoo 0 .24 60
( - \ ' 0 .36
Y, 0
9
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r The trdnsformation of dichotamous information to metric information

vig,prcbits or logits makes it possible to expané greatly the data base’

i

of a meta-analysis. ' Frequently, studies on a singie topic will enc ampass
both metric and dichotomous measurement of outcomes. Having to integrate -

findings s%parately by type of outcome measurement is inconvenient as well
) ’ 1

-

as less than the broadest, most camprenensive integration of research

. '

sossible. ) '
L

“able 5.6 provides the the rapid-caltulation of . given b and
e
J ,For axample, suppose that Pe T .60 and o = .05 from«ne table,
» ~ ’ -

the vaiue of ¢ s found tc be .50. Suppose, as a second illustration
* . . . *
. _that p_ = .35 and P, = -70. Then the sign of -the effect size wilhpe

reversed after referencing Table 5.8 with .70 for columns and .35 for
: ’

s rows: -.91..

-

Several minor technical problems have arisen in connection with

[ ( -

. this technique: 1) what should be done when the distributions underlying

the dichotamies are not ndormal?, 2) what if the two distributions (that

ki

giving rise to Be and that yielding )8 ) have different variances?,

3) how does the probit trénsformation compare to t}eating the dichotamy

’

as an ordered metric and simply calculating A = »(pe - pcz/vpcli - pcﬁ‘?,

4

’

4) how can a probit transformation be carried out when p equals either
VY : ,
zerg or one? ¢
Y

5

Nony-nomaﬁty.

We have examined alternative underlying distributions that could

.

‘serve as a basis ‘of a transformation method like probits. Two distribdtions
)

~

H
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» N -
seem particularly useful: a) the logistic distribution, and b) the beta
distribution? Their probability density distributions are as follows:

Logistic: P(x) = {sech?[(x-a)/2K] }/3k

£
*

. " Beta: P(x) = [}V'](T-x)w'1]/§([,w), where B{v,w) is the beta

function.

The logistic curve has slightly "thicker tails" than the normal
distribution to recommend it, it is a symmetric curve, slightly more
. peaked in the center and thinner in.the intermediate regions than the

, .
normal. The following comparison or ordinetes makes these features c1ear:

»

~
- z-score ,
//// .
Ordinate of -4 -3 -2 : -1 0.
Normal* . 0001 A .0044 .0540 T .2820 .398% . .
Logistic .9013 .0078 .0458 .2186 .4535 . .

f
! ~ - _

" Although these diﬁfeﬁsnces in ordinates appear small, they yield large
difﬁgrences in estimated effects when transformed firdt to'percent11es then to
2-scores. )

¢ .. o .
The beta distribution is a large family of curves bounded betwien 0 and 1

for the variate x and encompassing symmetric and asymmetric curves-of widely varied’

,

~

shapes. The beta nistxibutio% for v = 4 and w = 2 is depicted below.

3

» * %

'
)
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Probabeiy censity

s - ) R ts 10 . ~
Fraztrle ¢ ~

Figure 5.5 Probability density functionfor the beta
variate B: v, w.

L 3

By changing v and w, the beta distribution can be given any desire”
skewness. Thus, it is a useful distribution for describing asymmetric

vaniables. Furthermope, its percentiles have been extensively tabluated

-

(Pearson and Hartley, 1962).

We applied, where appropriate, probit transformations and metric

calculation of effect sizes on a body of ‘literature fh drug therapy and

v
T

psychotherapy. The discrepanc§ between the average effect sizes for the

two different methods proved to be relatively large, as Table 5.7 Qe1ow

»
' 7
’ . . ¥

reveals.
It must be emphasvzed that the comparison in Table 5.7 i3 based on |

r

e

" two Sets of data not necessar11y equ1va1ent in all 1mportant respects
However, the direction of the difference (favor1ng the probit transformatqu
by nearly two-ténths ;tandard deviation units) is conswstent with the ’

expectation tha?‘violations ofy the norma11ty assumot1on of the prob1t

method are likely to inflate effect-size est1mates, qart1cu1ar1y where

dichotomies are extreme (.95 vs. .05 or worse). L

" R ‘ . H‘N\
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Table 5.7 -

Comparison of'Average Effects Calculated by Either Probit .
Transformation or Metric Statistics From 112

Expertments on Drug and Psychotherapy

No. of Average .

Method ., Effect Size, &
Probit Transformation 53 .65]
Metric Statistics 351 .494

Heterogereous Variances. Suppose that one observes pe as the

proportion of cases exceeding some fixed'point, C, on a scale of measure-
ment for which Ze js qorma]]y distributed with mean and Standard  deviation
Mo and Og- The quantity P. is simi]gr]y defined v'vith‘ZC having mean and

standard deviation Uc and oc. Now if pe and pC are transformed into the
unit normal deviates, Z, and Z.s that cut off the upper ]OOpe% and 100pC%

of the normal curve, then:

C-yu C-u v
2 = £ and z. = TC .
€ % o
.1t is easily shown that:
~ UE - UC
= C‘-a*
2 '\zg(oe/oc) o, ’




4

:

\

the mean difference standardized agdinst thé control group standard
deviation. If one knew the value of oe,/cC or had a good hunch about it,
tnen & could be easily calculated by weighted Z, by the ratio ce/cc.

But it is more realistic (because 0o/0. will nearly always be unknown)
« !

1

and important to ascertain how &  is affected if Og @nd o_ are unknown
‘ L

. +
and heterogeneous. Beginning with z_ - ze.and permitting g and o, to

differ, one gquickly arrives at theoexpress}on:

Clo. - o) Cu =0y ]
fe T % T cec — ¢ = eo o — (40)
ec ce

It is 1nte:;sting to note that this expression depends on C, the
hypothetical cut-off boint used in determining.“success" in both the
experimezlalfahd control groups. The equation has not workeq out to any
form that is particularly neat or useful. There is probably little point
in pursuing it much further. t 1s sufficient merely to record that
heterogeneous variances affect thg/probit transformation both through .
their effect on the mean difference and the value of the criterion, score.
One is advised to be alert to the possibility of unequal variances and to

use a transformation such as zC - ze(ce/cc) when possible.

Probits vs. Dichotomous Variables. It has occurred to some to

" ask whether the probit transformation of‘twg dichotomies is roughly

equivalent to treating the dichotomies as merely a limiting case of an
’ -
-effect size from the manifest variable, e.g.,

4, =
d

This expresgion is silp]y the mean difference between the two

dichotomies standardized by the standard deviation of the control group.

- o~ ) ’
\ - 186, .
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The appropriaté question to ask is how closely this formulation agrees

with the effect 'size calculated from the probit transformatién, vié.,

- her
C.Ze,wee

.. . . i
unger the normal cyrve, and.zC is similarly defined. The ratio of & 5 to

» Ad~for various values of Pe and Pe is easily calculated. Values of the

ratio for Pa ranging from .1 to .9 in steps of .10 are tabulated below:

-

- Values of the Ratio &

Al

p/ad

pe, Proportion of Successes in the Experimental Group
. .2 .3 4 .5 .6 .7 .8

Pe

Proportion
f successes .

in the

ntrol group .

-- 1.32 1.14 1.04 0.90 .91
.76 -- 1.27 1.20 1.09 A2
.74 .46 -- 1.29 1.20 .25
.70 .47 1.387 - 1.25 .33
.60 .40 1.31 1.22 1.31 .40
.50 .34 1.27 1.19 1.33 .44
.33 .25 1.20 1.17 --

.21 o12 1.09¢ 1.09

.96 7 0. 0.90 0.92

— O

]
.2
23
4
5
.6
7
.8
.9

O —d ~t e et s s

f

\These ratios are disconcertingly large, in most cases. . For example,
if Po * .20 and Py = °]Of the effect size calculated from the probit
transformation is nearly one-third larger than the effect %a]cu]ated'
from treating the data as a manifest dichotomy. It seems clear tHat in

spite of the problems of non-normality ang heterogeneous variances that

v ﬁay plague the probit transformation, the calculation of effects from

dichotomies without consideration of underlying distribution§~1§ not an

acceptable alternative.

il |
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Probits at the Extremes. A vexing problem with probit transformations
: . 4 )
from dichotomous to metric data arises when n cases reveal either 0 or n

“successes.” Then the proportion p = f/n equals either 0 or 1, and the
' ' -
corresponding unit normal devjates are infinite (-= and +=). Consider a

typical example. Ten experimental subjects are treated for dyslexia,,h and
at the endof six months each readsAsufficient1y well to be promoted

(pe = 10/10 = 1). MNone of the ten control groups is promoted (pc = 0/10 = 0).

-

The corresponding unit normal deviates are Ze = +o  and Z, = -, and

4 = w-(-m) = 2! Absurd. Suppose that it wg; decided arbitrarily to chéhge

~

one case in each sample to avoid this problem. Then Pe would be taken equal
to 9/10 and P, to 1/10.  Now the unit normal deviates are 1.282 and -1.282,
respectively; and & = 2.564. Suppose a compromise between 0 and 1

"success" was struck at 0.5 so that P. equaled O.§/1O = .05-and, simi1a;]y,

Py = -95., The resilting value of & 1is 1.645-(-1.645) = 3.290. The

difference between 3.290 and 2.564 is too large to ignore; and the dif-
ference of either from = is tod gruesome to contemplate. Aqﬁethod is needed
for dealing non-arbitrarily with'p's of 1 or 0. One solution is afforded

. by Bayesian statiatics. .

-~

“We shall assume that p is'a sample estimate of m where,p = > and x is

n
"N
binomially distributed. The Bayesian posterior distqibux?on of m is given by:
4 h ) 0

Prin|x) = Pr(m) Pr(X|m) ,

Pr(X)

Y

where Pr(m) is the prior distribution of m assumed to be uniform on the

\igterval 0 to 1. ' ‘

es <112

.
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o' Now Pr(x) is given by:

1 'n‘ . ‘ ) '
Pr(x) = f Pr (n)( ) n X (1 27 )"I"X‘d - (82) . -
0 X .
Q v
Since Pr (I ) is'a constant k, and recognizing that the terms in T .

integrate to a Beta distribution, formula (42) becomes

&

.4Pr(x) '= k ‘:) B{(x+1, n.- x + 1)';
where B (u, v) = [T(u) I‘(V)J / T.(u+ v5, where
T{u) = (u-1) = (u- 1) (- 2) .. . 3421, when u'is an 1nteger.;
. The distribution of '\ given 1 is simply the binomial: - v
| - : ) T .

. o (x In) = (:) LIS Db

Thus, the posterior distrubution of M is given by:

T Pr(n!X)l.g “(z) (1 )i
- * ' ' ' n
. // ok (x) B (x + 1, n;-kx +1)

.
’
/ Car
‘ s

<

The Bayesian estimate of T , denoted by T, is'the mean of the.

posterior distribution:

' 1 . --’.\' .
. E(nlx)=ﬁ=j m ,nx(1-n)”'x_dn

. A ‘
L4 o o B (x-+‘1,.n -x+1) . -,

=B (x+2,n-x+1)
B

(x™1,n-Xx+1) S
] = r('x+2) r{n - x+1) r(n+2) _ox+1
sr(n+3) r(x+1)  p(nsx+1) n+2
) . . - e
‘\“ - ) ' COJ

189




A}

* . . N . M .
: ) - .
- - v
’ '\ v L4
B ' -~
> - ’
. .

i : e 3
Tm;s result is the important one: assumina a uniform prior{distri-

bution for r, the Bayesian estimate of =, the binomial parameter, elquals -y

T = (X+1)/n+ 2 wheré N is the sample size and X is the observed numbey

< , of SUCCesses. (So]ut1ons are a]so poss1b1e for var1ous\ non- un1form prior
p -

distributiens of 7, _especially the Beta d1str1but1on for- example.) .

v [

ahis result’ offers a non- arbitrar,y,sﬁ'thod of reso‘fvmg d1ff1cu1t1es

- ; f probit transformat1on for ‘the cases of E‘ 1 or 0. If X=0ina
i %’ samp]e of n, then whereas p =0, the Bayes1an estimate n equals
] (0 + 1)/(n + 2) L1kew1se, at the othr‘end of\the scale of Evof 1 cor:‘ .
responds to e bf (n + 1)5/ n + 2) F'or' e'xamp]e, in.thze illustrdation-
discussed earlier, p = 10/1 o would y1e1d f,o= 1112 92‘ and p_ = 0/10
would give -3 I mz = .08. Hence b -equals 1.40- (-1.40) = 2.80. This
E 's/hmon "seems r?on arb1trary and reasonable. Hav1ng found ity we see no
reason why it should not‘ be apphed across the board that is, regard]ess ] .
of the va1ue of ;;- X/ny if a un1form prior d1str1but1on of m is reasonable,
> the, T shou]d be taken to&qua] - (X + 1)/(n-+ 2). '
‘ﬁ " . An 1nterest1ng problem ar1ses when onels purposes are study 1ntegrat1on
Suppose that ten separate studies of five persons each yielded’ 1dent1ca1
results, one‘f five "$Bccesses.™ Each value of p would -equal 1/5, and

the average of all the g s or the pooled va]u; across the ten &mes would

both equal . 20.. However, the average of the 8ayes1an estimates wou1d be

‘ (TAT JF o+ ns)/ (2‘/7)/5 = The Bayesw-n correction in smaH
..\,_‘,,&emﬁ]/es can be substantial, even though in a pooled sample it wou]d be

.-°1ns1gn1f.1.cant, e.g., 7 = 11/52 = .21 vs. 10/50 = .20. Thus the

pooled ‘
" average of many small sample Bayesian est1mates can be quite different from

Qa poo]ed Bayesian estimate. A _pooled estimate would seem preferab]e, but

pooling obviates the examihation of study-to-study variation in findings,

© which is much in the spirit of our approach to 1'ntegrat1'ng reseatch.
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OUTCOMES OF CORRELATIONAL STUDIES
- o

" In the heta-ana]ysﬁs of cqrrelatiqnal studies, one_is integrating
correlatfon coefficients descriptive’of the relationship between two

varjables, such as ach1evement and socioeconomic level, or teacher

parsona11ty and pup11 1earn1ng The quant1ta*1ve description of findings

~ from correlational studies presents fewer complications than do eXperi-

1

" mehtal studiss.

v Illustrations of the integrative analysis of correlational studies.
will be drawn from a study of the re1atioqship between pupils' socio-
q"nom?c status (SES) and their académic achievement. White (1976)
collected over 600 gorre]ation coefficients from published and'unpublished'
literature. The coefficients were analyzed to determine how their
magnitdde Qag related to varying definitions 6f SES, different ty of
achievement, age of thelsubjetfs, and so on. White found that the 63
available correlations of SES and achievement averaged .25 with a

stgndarq deviation of about .20 and positive skew. Thus, §E$ and achievefhent

correlation is‘be,‘ at is generally be11eved to be the strength of °
,association of t var1ab1es The correlat1on diminished as students

v

got older, r- d§breas1ng from about 25 at the primary grades to around

15 Tate in high school. ScS correlated higher with verbat than math .
jchxevement (.24 vs. .19 for.174 ahd 128 coefficients, respectively).
When Nhité classified the SES and achievement correlations by tﬁe type of

SES measure employed (see Tables.s), SES measured as income correlated

" more highly with achievement than either SES measured by the education of

the parents or the occunpational level of the head of household.

§§vera1 reliable trends in the collection of 60Q coefficients could he]p;

v
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methodologists designing studies and sociologists constructing models of
[ Y L)

the schooling-social system. y
. : _
It probably matters little whether analysis is carried out in the

" metric of r_ , riy or Fisher's Z transformation of My’ The final results

Xy
ought to bg exéressed in_terms of the familiar rxy_scé1e, however.

There appears to be no good reason to trangfé}m Py to Fisher's Z at the

intermediate stages of aggregation and analysis, though this is sometimes

recomménded. Fisher's transformation was developed to solve an inferentjal

4

problem, and it would be an'un1ike1y happenstance if it proved to be the

“ » v . 'o 13 L4
method of choice for combining correlation measures from several studies.

. »
It is frequently recommended that two or more, rxy'S be: squared, averaged,
and the square root taken rather than'averaged directly. However, it is

) R 4
fairly easy“;o show that the choice seldom makes a practical difference.

L

A little algebra app1jed\fb the ratio of (r1 + r2)/2 to\‘r? + ré)/Z(wi]] -

show that the discrepancy between* the two depends primarily on the size

1‘/and ry and that they must ‘be enormously

different for the two averaging methods to differ in any important way.

of the difference between r

t

For example, the three coefficients -- .20, .30, and .40 -- average .30

directly; and they average .31 if first squared and averaged, and the

/
square root is.taken. & gap of approximately more~than .50 between "
and r, is needed to separate (r1 + r2)/2 and \/(r§ + rg)/z by more than
2

.05. The researcher can safely decide whet!!r the scale of r*y or rxy is

more meaningful to him and work in that metric throughout an integration
/

of correlational. studies.

The correlational studies referred to here deal with ordinal,

L L

metric variables. Correlational results which involve genuine dichotomies
or polychotomies (e.g., sex, ethnic group) should be recast into more
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* f ,
~N .
N .
Tab]e.S 8
Average Correlation between SES and Achievement for

A . Different Kinds of SES Measure
2 _“‘“ SES Measure' - Average 7, .
Indicators of parents’ hcome T 315.( 19)
Indicators of parents’ education * . 185 (116) ]
indicators,of parents’ occupation level N 201 ( 65)

'ﬂmu of costhciems sveraged n parentheses

4

informative deéc?ipiive measures such as standardized differences among
‘means, and the technﬁques ofA”effect-sjze” measurement discussed above may
ihenhbewapp1ied. Where the two variables correlated are conceived of as
having metric propggt%es -- aven if the technology of measurement at the
time fell s%ort of actual metric measurement -- then ore ought to seek to
transform all correlation measures to the scale of Pea}son's product-moment
correlation coefficient.
When a 1afge field of correlational research is collected, a
bewildering varietxipf statistics is encountered:. biserial.and-point-
biserial corre1atibn coeffi;iéhts, rank-order correlations, phi coefficients,
~contingency coeffic%gnts, contingency tables with chi square tests, t-tests,
analyses of variaﬁce, and more. In wh%te}s analysis of SES and achieve-
mef;t_‘corre]ation,ea' variety of methﬁds of reporting what was basically a
correlatidnal f1nd1ng was encauntered. Of 14!lstud1es, 37 reported t or
F ;tat1st1cs,\>1 reported Pearson r's, 8 reported chi square or non-
parametric statistics, and 27 presented only graphs or tables of means.
There us&a]]y is an algebraic path from the.reported statistics to

a Pearson correlation coe?ficient or an.approximation to one. Some signposts
along the paths are set out iﬁ Table 5.9, where it if.iﬁaicaied how one

might traQe] from particular forms of reported data to a product-moment

correlation measure. . AN
“ 03 <07




( Table 5.9
“Guidelnes for Converiing Various Sunmary
Statistics Ifko Product-Moment ‘Correlations
Reported.Statistic Transformation to‘rxy References
. N . N /

a) Point-biseria)l

rrelation,?r-
co fe ation, pb

c) t based on extreme

groups.

“

d) F:MSb/MSw for
J

e) F MSB/MSW for
J >,2 groups.

2 groupsf’""‘"////

-

f) x? only (i.e.. no

frequencies reported)

for a contingency

table,

>
1

g
jﬁrxy = rpb/nlnz/ﬂun)
u = ordinage of unit normal
distribution

n = total sample s128 -/

/ ;
r ) s 2 -~
pb t4+ (n, + ny - 2)

L
LY + + - -
cnen convert r e via
Xy
> a) avbove. pb /
5= t(/2/n)
4." b1 | X
7 2 2. 7,2
=t (—; - E—/tz(;)
p ., P

vithin cell n.

Rropprtion cut at each end.
ordinate on normal curve at the
cut. '

standard normal denote corre-
spending to p (abscissa value)

ko= ‘tl‘\

then proceed via b) above.

-

1) Collapse J groups to 2 &
then proceed via d) above, or

2) ryy = n = ASTISE, $ 35T

. 194

T

Glass aHdFStanley
(1970, p. "171)

Based on Felgt,
Psychometrica, -
1577, »n. 318,
Rearranged by
Glass.

Hays (1973,

.pp. 683-684)

Kendall & Stuart

(1967, p. 557 ff)




- _ ‘Table 5.9 éontinped

(‘
- \
- . -
Reported Statistic o Transformation to Py References
g) 2'x 2 contingency Calculate tetrachoric Glass and Stanley
table. r. from tables : (1970, .p. 165 ¢f)
-, ! Xy
h)- R x C confingency Ccllapse 0 a 2 x 2 =ahle
" table o " -and proceed via g) abdove.
i) Spearman's rank Tyy = Tg Since the translation cf Kruska) (1958)
‘correlation, . y , ) .
S r.twor inger pAvIriate norm-
. S Xy
ality is neariy a straigr* line.
) . & T
JJ) Mann-Whitney U. Trans¥orm U to r<rank-biserial Willson (1976)
for
' - 2u . .
via T " 1 /(nlnz)

*:rxy = 1-25rpb when pz=n/n1s between .2 and .8 (Magnusson, 186, p. 205).

-

L 4

P is Pearson's coefficicnt of contingency anc SE - p? as the mumber of cate-
gories in the *able increases. With few categories, the estimate can be

unduly Tow.




\
Anotner common instance of trans‘orw‘n, resuits involves converting a cor-

ré]ation, r, 1nto a ‘standarcized mean ¢ifference. For exampie, {oieman's survey
t v
-‘\ N . - .
cf equality of educational opportunity reportec a correlation coefficeint between

.

class-size, X, and achievement, Y. But most other studi® reported tne reTat1onsh1p

»

1n terms of means and variance on achievment for oarticu]an ciass-sigzes, leadin

0 the measure LS-L described in first section of this report. Knowing only T

.

anc X and sX, the measure LS , can-be calculated assuming a normal distribution

and

b=

of X and @ ‘inear relationsnip of X and Y. Values ¢*

(%]

must be specified on

£, tney can be drbitrarily designated as any twe convenient percentiles, e.g., P
{

~

and 106-P. Then S = X - zsx anc L = X + st’ where 2 15 the uni% normal deviate

&t tne percentile 100-P. g
From :xy’ we can calculate the'regression Tine of Y on X from

[N = .
N Xy(sy/s ); and
. CoiT -

‘ &g Y byxx. ‘

Tne mean .values of 7 corresponding to S and L are calculatec by substitution

into the regression .equation. 78 within grcup variance on Y is simply the

variance error cf estimate, known to egual sy’] - rz).~ Combining these facts leaas

- ¢
o] v
!

T ole *t erxyll - riy)'é, wnere »

.2 is the unit. normai deviate at the Pth percentile of the normal cureve (S being at

the Pth percent71e in the distribution of X and L being at the 100-Pth percentile
i s - -

of X).

\ . : \

.

The above conversion seems unobg;ﬁt1onabae, an& surely is provided that X
Y
is roughly normally distributed and the regres$1on of ¥ and X 1s linear. However,

# whem Y has a curvilinear regression on X, ®he value oi be | W11l be Somewnat in
- h !

error. !

]96) 21U° . ‘ - ).
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" NONPARAMETRIC MZASURE OF
EXPERIMENTAL EFFECT ,
\

PR

Kraemér'ghd Andrews™ (1980) have recently devised a descriptive .

measgré'ofvéffect size that appears to have advantages over traditional
e ¥

standardized mean differepce measures. Their measure is based on

’
frequency statistics and the inyerse normal transformation. The most

important property of the Kraemer-Andrews measure is that it is 1nvariant
)
WTth respect tc monatonic transformations of the dependent vartanle,
’

Ae this is written, it-is too sooh to evaluate the utiltity of this

v

. New measure, but early reactions seem promising.




" CHAPTER SIX

METHODS OF -ANALYSIS

4

The analysis of data in a meta-analysis is properly aporoached as
an instante of/multi-variate data analxsis in which the studies are the
uqits on whicn measurememts are taken and the study characteristics
(Chapter Four) and findings (Chapﬁer Five) are EHe many variables. Tne
point of having éohe this far in our treatment of meta-analysis is tne
pelief that thg/dmport of many stucdies described in many ways cannot
be grdsped by the rgader without tée aid of techniques 6f arranging,
ordering, re1atin§ -- in short, without the hé1o of statistical method;.
Univariate description; frequency tahuiations, cor%elations, linear 2
model es#imation, regres%ioh.ana1ysis, factor ana]ygis, analys;s of

-

covariance, discriminant-functfon analysis -~ any of tne metnods of
statistical aﬁa1;sis that have proved to be useful in extracting meaning
from data are potentially useful in mefa-ana]ysis. One's attitude toward
t?g data may be exploratory (Tukey, 1971) or confirmatory, descriptive
or inferential; it doesn't matter. We are breaking'ng new ground Aere.

[ We are merely iT]ugtrating the app]ication of well-known statistical
methods in a context in wﬁichﬁreséarchers are prone to forget that they
are as-useful, indeed necessary, as in other familiar contexts.

LS

In this chapter, we shall first deal briefly with the simple

-

7

nﬁivariate descr%ptive analysis of study findings. Then we shall
describe methods of eiamining the correlation of study findings and

characteristica. Third, the estimation of treatment effects where study
\

-

findings can be arranged in the manner of factorial experiments will

.

% | - 198 212
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be inveStigated. Fourth, attention will be given to the special possibilities
R A

of integrating study findings where both the, independent and dependent

variables are measured on quantitative scates. Fifth, problems of

statistical inference as they apply in meta-analysis will be discussed.
SIMPLE DESCRIPTION OF STUDY FINDINGS

Once the’?indings of the studies in a meta-analysis have been
measured (whether by-means of an effact size, a correlation coefficient
or wnatever), all the standara méthods of tabuiating and describing
statistics may be usefully applied: frequency distributions, averages,
measures of variability, and the like. In this respect, we much prefer
Tukey's (1977 innovative and ingeneous methods of exploratory data analysis
to the upimaginative 1ot of_zékhniques presented in most statistical
mezhods téxtEooks. An illustration hﬁght help the reader understand our
preference. |

El1-Nemr (1379) found 59 experimental studies in which wer;
compared traditional teaching éf biology and biology taught as a process
of inquiry. These studies yielded nearly 250 effect size measures in
which inquiry-teaching was compared witn traditionafuteaching of biology.
The effect size measures seven cafegories descriptive of type of outcome:
science- achievement, science process skills, critjcal thinking®skills,
laboratory sk1}1s, attitudes toward the bio]ogy/éjurse, interest in
science, and "caﬁposite“ (an average of the preceding outcomes). Plots
of the cﬁaracteristics of the distributions of effect sizes for each

outcome category appear as Figure 6.1.

Consider the first category of outcomes in-Figure 6.1. The 59

199
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L] .
experiments/yielded 30 effect sizes based on ¢ne meagurement of achievement .

(since achievement was not measured in every experiment). Each effect

sige is.of the form

s

The distribution of tne 39 achievement effect sizes is described
by tbe 11nes:‘19tters and dots above ”Achievemept“ in Figure 6.1. The
Sésic descriptive technigue is the “boxfgnd-whisker“ plot with auxilliary
Teatures. The centrel box or rectangle marks off the "hinges" (roughly,
the first and'third quartiles) of tne distribution of effect sizesﬁand
the median (ordinary definition) as the sizes lie between the top énd
the bottom of the box with 25 percent of those inside the box oﬁ either
side of the median. The hinges for the aqﬁievement effect sizes are
at .02 and .23, approximately, and the median is at .17. The large black
dot inside/the box indicates the location of the average of the 39 effect
sizes; for achievement, the mean is above the median. /%he-dotted line

~

emanating from both ends of the box measures the distance to the "inner

fence," a distance arbitrarily chosen to be one-and-one-half times the

length of the box (i.e., 150% of the hinge range). The lower-case letter
f marks the inner fence. Data points that lie ouﬁsidé the inner fenée
are "outliers," and each is denoted by a sma11'dot. At the same distance
beyond the inner fence that the inne; feﬁce 11Fs beyond - the enqs of
the box one marks off the "outer fence" with an upper-case F. .Data
_points beyond the outer fence are "far outliers." One casts a suspicious

eye at outliers and looks wit¥ even greatericredulity on far outliers.

They may represent oddities (measurement reporting errors, misprints,

i 200 5221‘1
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“ Medians: .17 .29 .23 .55 29 -.13 .23
Means: .20 .50 .18 .87 . .38 -.01 .32

Figure 6.1. Summary statistics for effect sizes in seven
classes of outcome from comparisons of inquiry vs.

\ 1 traditional. teaching of biology. (After El-Nemr, 1979)
) .
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miscaicu]ations, and whatever) that ought to be eliminated or given

different weight in describing the typical features of the data.

- Notice, for example, that among the 38 achievement‘effect sizes
in Figurg 6.1 there are four outliers and two far outliers, If the two
far outliers are eliminated and the average effect size recalculated, the
average drops from .20 to .10. The median drops a little, but less than
the 50 percent drop for the mean. Consider the "Process Skills" outcome
category, Qere, a substantial discrepancy exiéts betweeri the median and
the mean with the latter one and two-thirds times larger than the former.

'

But the mean is probably distorted by the single far 6ﬁt1ier of 3.0;
removing this 6ut1ier drops the mean to .41, becéuse of the positive
skew in the data for process ski11§ shown by the fact that the median is
far c]ose; to the lower hinge than the upper, Generally the means are .
larger than the medians, except for “Criticq] Thinking" where the order
is reversed. *And although the inquiry approach to teaching biology was
superior to traditional teaching in most resbects, it was no better at

stimulating pupils' interest in science. ’ - )
/ L]

Correlating Study Characteristics-and Findings

*

The next step beyond’the simple descr1pt1on of study findings
is the study of the relationship between study characteristics and f1nd1ngs.
This second stage of analysis is. addressed to such guestions as whether
the findings- are homogenegqus for all types of subject (e.g., person) or
whether they_are positive for some types of subject and qegative fot
others, whe:%er the findings are strong whén viewed with certain researcﬁh

methods (e.g., subjective outcome appraisals), whether the short-term .

findings differ substantially from the long-term results and so forth.

. )
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Any one of {;e ﬁany\sfafistical techniques for studying the associét{on or
rélationship between two variables may find useful application at this -
stage: contingency.table analysis, regression ana]yiis, correlation analysis
with its many subspecies (g.gf, Pearson's r, point-biserial or biserial
correlation, curvilinear corre]aéion). ’Since study findings will be
measured on 2 metric scale (¢, r, etc.), metric measures‘of relat{onship
derivﬁng from Pearson product-moment notions will be the most powerful
and useful. '

Consider an illustration. In their firstometa-ana1ys%s of the
effects of psychotherapy, Smith and Glass (1977) compiled several
hundred effect size measures for nearly four hundred controlled outcome

-

evaluations. Among the characteristics., of the studies coded were the

-

_following: » ‘ ‘ .

Characteristics

Coding

1) Organization of therapy 1= 1néiv1duél, 2 = greup.
.2) Duration of therépy i No. of hours. ’
3) Years experjence of therapist - No. of years.
4) C]iengkaiagnosis ' 1 i psychotic, 2 = neuraﬁip ’
5) 1IQ of clients 1 = low, 2 = medium, 3'= high
-6) Age of clients . Age in-years.
7) Social-economic-cultural : 1 = very similar, ,
. similarity_of therapist & clients 4 = very dissimilar.
8) Internal validity of study 1 = high, 2 = medium3 = Tow.
9) Date of puBlication of study Year .
10) "’Reactivity” ofutcome measure " 1 = low, 2 = low ave., 3 = dve.,
4 = high ave.; 5 = high. °
11) No. of'months after therapy of No. of moqths )

outcome measurement ,
203 217
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Each of the eleven study charaCter1sths was corre1ateg with the

.

effect s1ze The f1near dorrelation coeff1c1ents obtaineq are reﬁarted in

-

Table 6.1. _ - » |
Table 651

Corrdatxon.r oj' Several Descnptm
Variables with E_ﬁect Size

. Correlation
v with
Varable . . effect uze

Organizajion (1 = individual, 2 = group) =07
Duration of therapy lin hours) -
Years’ expenence of Lhenplsts . -0t
Dragnosis of chents -
(1 = psychotic; 2 = rotic)” 02
IQ of clients .
(1= low;2 = medium, 3 = high)
Age of chents
* Similarity of therapists and clients 7
(1 = very similar, . . ;4 = very dissumilar)
Internal validity of nud)
(I = high; 2 = medium, 3 = low)
Date of publication
“Reactivity” of outcome measure
’ (1= Jow; ... ; 5 = high) :
m No. of months posttberapy for follow-up

<
P <.08. .. s
=9 <0l .

°

a

»

The correlations are genera11y low; although several are reliably
non- zero. Some of the more 1nterest1ng correlations show a pos1t1ve \
re1at1onsh1p betweenva/,estimafe of the intelligence of tnt group of
’c11ents and the effect of therapy, and a somewhat larger correlation
- indicating that therap1sts who resemble the1r clients in ethnic group,
age, and soc1a1 1eve1 get bezﬁgr results. The effect sizes dihinish

across t1me after therapy as shown by the 1ast QPrre]at1on in Table 6.1, a

corre1ation of - .10 which is closer to - 20 when the curvilinearity of

the re1ationsh1p is takeh\1nto account. The largest correlation is with

the "reactivity" or subjectivity of the outcome measure " The mu1t1p1e
204 - '
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‘correlation of the eleven study characteriétics with the effect size was
. equal to about .50; thus, 25 percent of the variance in study findings
X

can be accounted for by“&ariatiqps in the chil.pteristics#of the studies.
The;e is not space here to péuse and consider the many implications of the

' relationships reported in Table 6.1; in this examp1e,~they ;;e ndmerous, s
and they have not escaped d%ther those whd> comment on the benefits of

psychotherapy or those who concern themselves with the methodology of
t

its evaluation (see Chapter Seven for further discussion of this point).
A more controversial uge of the relationships of study characteristics

to findings involves. the attempt to equate various classes of studies

~

and 'théh observe combarative Fesu]ts. Imagine a simple hypothetical

example. Either medication or hypnotherapy can be prescribed for asthmatic

-th}1dren. A set of 50 controlled experiments on the effects of medication

1

show an average effect size of .75; 60 experiments with hypnotherapy give

.

an average effect size of .40. It is observed, however, that on the

e

average the medication experiments measured effects one month after
- -

treatment whereas the hypnotherapy experiments measured outomes at six

months . Furthermpre, within each class of expgriment: the regression

;goeﬁficient of & onto "follow-up time" is about the same:

s

medication: = .83 - .08 (No. of months) 4
. "Hypnotherapy: L = .65 - P8 (No. of months) .
° . ) L/‘ .
If the effects of both treatments are estimated for follow-up .

times of one month,! the .35€9%fference in the uncorrected average
comparison (.34 = .75 - .40) shrinks to .75 - .57 = .18 standard deeiation -

‘units difference between the means of the treatment and control groups.

-

o » If khe regression of effect on585f01lowwgp time were heterogeneous in

. S ’
ERIC . ‘ ~. . ,
Arui et provd c . : ] -
. a

’




the regressions slopes between the two therapies, the estimated ordér -
- of'§uperiority could change f?om one follow-up time to aﬁother.
In our analysis of Ssychotherapy effects, the -regression bf effect
size onto ten independent variables was performed separa}e]y within three
\\1. quite different classes of psychotherapy: psychodynamic, systematic *

desensitization, and behavior modification. The results of the three

multiplefegression analyses appear in Table 6.2.

Table 6.2 - -

Regression .1nalyses 1V itlhun Therapies

e

‘ Unstandardized regresmion coefhcients
. St stematie Badun 101
P«y chod; namic desenstyzation modification
Independens vanable (n = 94) (n = 212) (4 = 129)
‘.-'/\
Dugnosts (I = psychotic; 2 = neurotic) AN -.193 .041
Inteiligence (1 = jow; ... ; 3 = high) -.114, 201 201
Transformed age* .002 -.002 .002
Expenence of Therapist X Neurotic -.0l1 —-.034 . =.018
Expenence of Therapist X Psychotic ’ - 015 .004 -.033
Chents self-presented ’ I I 287 - 015
Clients solicited . 182 .088 -~ - 163
. Organization (| = individual; 2 = group) .108 .. -.086 -2
Transformed months posttherapy* -031 . C =047 .007
L Transformed reactivity of measure : 025 . 021
Additive diftstant . 489 453
~ Multiple R VX 512 509
o A73 ’ 386 340 v
* Traasiormed age = (Age — 23)(1Age — 28{)). * » 4

* Transformer months postiherapn = (No. months)t
* Transtormed reactivity of measure = (Reactivity)'®

1 -

3

Relatively complex forms of the¢ independent variables were used

to account for interactions and nonlinear relationships. For example,

years'" experience of the therapist bore a slight curvilinear relationship

with outcome, probably bgcause more experienced therapists worked with more

-
]
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seriously i1l clients. Thfs situation was acqpmmodated by entering, as
an indepéﬁdent Qbriab]e, “therapist experience" in interaction with
"diagnosis of the client." Age of client ana follow-up date were slightly
curvilinearly related.to outcome in Ways most_directly hand led by chénging
exponents. Thesg regressicn equations allow estimation of the effect
size a study shows whé‘Fundertaken with a‘certain type of client, with a
\\Vzherapistrof a éértain level of experience, étc. By setting the indepen-
dent‘variaqgi? at a particular set of values, one can estimate what a
studx of that type would reveal under each of the three tyPes of tﬁerapy.
. Thus, a statistically csntrolled conpar{son of thg effect§ of psycho-

" dynamic systematic desensitization, and behavior_MBdificatiaw therapies
can be cbtained in this case.' The three regression equations are clearly
not homogeneous; hence, one therapy migh} be'superior under one set of
cichmsfénces and a different therapy suferior under others. A fU}l

' descripfiqn of the nature of this interaction is elusive, though one
, caﬁ illustrate it at various particularly interesting points,
- Ig Figure 6.2 estimates are made of the effect sizes that would
be shown for studies in which simple phobias of high-intelligence subjects,
20 years gf,age, are treated b} a therapist with 2 yea;s experience and

eva]uated'immediateiy after therapy with highly subjective outcame measures..

e

A
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ESTIMATED EFFECT SIZES

PSYCHQODYNAMIC 0 %19
SYSTEMATIC DESENSITIZATION 1,049 .
g BEHRAVIORAL MODIFICATION L] .

.

CONTROL

-

"

Figureb.2. Three within-therapy regression equations set
to describe a prototypic therapy client (phobic)
) and therapy situation.
./'[ .

A 3
This verbal description of circumstances can be translated into
quantitative values for the independent variables in Table 6.2 and
substituted into each of the three regression equations. In this 1nstance,

y
the two behav1ora1 therap1es show effects super1or to the psychod¥gam1c

3

therapy ,

’,,,//In Figure 6.3 a second prototypical psychotherapy client and
situation are captured in the independent variable values, and,thg effects 1
of the three types of therapy are estimated. For the typical 30-year-o0ld .
neurotic of average IQ seen in circumstances like those that prevail in
mental health clinics (individual therapy by a fherapist with 5 years

experience), behavior modification is estimated to be superior to psycho-

dynamic therapy, which is in turn super1or to syst”hat1c desent1zat1on at

the 6-month fo]low -up point.

Besidgs illuminating the relationships in the data, the quanti-
tative techniques described here can give direction to futdre research.
By fitting regression equations to the relationship between effect siée'

and the 1naependent variables descriptive of the studies and then by -

208 <22




ESTIMATED 'EFFECT SIZES

PSYCHODYNAMIC 0643
. SYSTEMATIC DESENSITIZATION 056 N :
EEHAVIORA’L MOOIFICATION 0.8q sy
¢ " 4
’ .;, s
o - " L
CONTROL "

Figure 6.3. Three within-therapy regression equations set =
to describe a prototypic therapy c]neng {neurotic)
and therapy situation.

- i

/

‘placing confidence regions around these hyperplanes, the regions where

< ¢
the input-output relationships are most poorly determined can be identifiec.

By concentrating new'studies in these regions, one can avoid the accummu-
1
lation of redundant stud1es of convenience that overe1aborate small areas.
2 - l‘

’ N

™~

Linear ANOVA Models for Estimation
. 0of Effects .

4 .

Collections of experiments often present odd arrays of comparison to one

+

who wishes an integrated summary of. effects. For example, an integration of

.

reading instruction research would encounter experiments comnaring Initial

F

Teaching Alphabet (ITA) and Traditionaj Orthography (TO), other experiments
comparing ITA and DiaeriticaI,Marking (DM), and still a third type of experi-
ment in.which TO and bM are comparedsl For each comparison, a standardized mean
contrast can§be calculated (e.g., b = (—ITA - Y}O)/s°); but the 1ntegrat1on

of these var1obs b's 1nto a estimation of the effects of the three indiyidual

instructional metths is not innediate]y obvious. One fruitful'approach is

via "effects coding” and the general Tinear model. For example, the following

¢

model can be postulated:

-~
-
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The variables xi,’xz ang K3 take on the values, 1, 0, and -1.

If, for examplea particular & is based on an experimental comparison of

-ITA and T0, then X, = 1, X2 = -1 and X3 = 0. In this way, many & 's can

1
be regresgéﬁ onto the X‘s;a;d the 8's, which are individual effects of the .
instructjonal metnods, can be estimated. |

The technique of "control referencing" that was dealt with briefly .
in Chapter Five can be aﬁproached more conveniently through use of the
1}near effects models of this section. Suppose, for example, that
lexist'ﬁ experiments in which treatment A is compared to a contro]ig%oup,

. ¥

n experiments in which B is compared with a control group and n experiments
in which A and 8 are compared d{rectly without qhtontro] group. There

are, thus, three types of effect size measure: & A 2 g and L

A simple modification of %he genera1 linear model like tnat in (

5uff1ces to describe the effects
(2)

if &t 1is of the form A vs. Control,

Y

1
i
K 4
1

if 4 is of the form B vx. Control
.}

“

*1and X, = -1 if & 'ig of the form A vs. B.

2. =

For the equal n's eiamp]e, the data, the design and the

parameter matrices are as follows:




Lo
A-B
-

I

Denoting the design matrix by X, the leagt-squares estimates of the

effect parameters a%e given by
- T
i 8= (XTX)ZI ch
Tov=1 T . .
The form of (X'X)™° and X't are as follows:

23 173 - —

2 y Xa = ZAA+ ZAAB
2/ .

XA - L(‘\
- B A-B

1

¢

Therefore, the estimates of the aggregate effect sizes for

treatments A and B are given by




_ ='1/3(2L + < +A’)
(x'x) s =2 A8 A , | .

1

w
(0]

302ty =ty -ty o))

Where the bar above the delta inoicates simple everage.

A related, but sligntly more complex, pno??em involves tredtment components
wnich can be evaluated separately or in compination in experiments. Consider,
for example, the treatment of psycnological disorders by either drugs or psycho-
therapy or Both.

The experimental 11terature\on drug and psychotherapy addressed tne estima-
tion of the separate and interactive effects of drugs-and pSychotherapy in a

variety of ways. The variety is & nuisance. Several types of experiments can be

1dent1f1ed whicn inform one about the drug effect alone, or the drug plus the
1ﬂteract1on effect, or the psychotherapy plus thendrug p]us the.nnteract1on effect
and so on in various combinations. An experiment that compares clients' progress
under drugs with a group of clients receiving a placebo or nothing .estimates tne
sihple drug effect. whereas an experiment that compares two groups of clients
one of which receives drugs-plus-psychotherapy and the other of which .receives
only drugs provides an estimate of the psychotherapy plus the 1nteract1on effect
since one group has the poss1b1e advantage of the separate psychotherapy effect ‘
and any benefits that result from combining drugs and psychotherapy. Denote the
drug effect in isoTat}on when compared with a placeto or no treatment by §&; denote
the sepaqgte psychotherapy effect by ¥ ; and dehote the interaction effect of the

twd by n. Then the comparison of drug therapy and p1acebo in an exper1ment est1mates

6. The compar1son of drug-plus- psychotherapy with psychotherapy estimates & + n




t

!

because both sides of the compar{son nave equal psychotherapy effects. . In
Table 6.3 appear the poss1b1e experimental comparison of drug and psychotherapy
and what effects these comparisons estimate.

By arranging and averaging. the results from experimerts of the six
different types specified in Table 6.3,the seoaréte and interactive effects
of drug and psychotherapy can be estimated. The organization of data and
unknown parameters in Table 6.3 can be viewed as a system of six sources of
information and three unknown parameters. Least-squares estimates of the

parameters can be calculated by ordinary methods.

Table 6.3

The S¥ructure of Experiments on the Effects

v of Drug and Psychotherapy
<, , Effects Estimated -

Treatments Compared .in the Experiment . by the Comparison

A. Drug vs. Placebo (or No Treatment) é

8. Psychotherapy vs. Placebo ¥

[ ]

C. (Drug & Psychotherapy) vs. Placebo S +V¥+n

D. (Drug & Psychotherapy) vs. Drug . VY +n
“E. (Drug & Psychotherapy) vs. Psy 6 +n

F. Drug vs. Psychotherapy 6§ - n
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+ total of 112 studies was coligated, each of which addressed the gquestion in

‘part with one or more experimental comparisons. These 112 studies yielded

"
* ’
]

If one wished to maintain a distinction between placebo and no-treatment
control groups, there would be twelve lines in Table 6.3 instead of six and
the structure of effects would change slightly; .for example, a Drug vs. No-

*

Treatmenf experiment would estimate the drug plus the placebo effect since

tne expectancy effect of administéring the drug to the experimental group would
not be counter-balanced Dy an expectancy gffect for the no-treatment control
group.

In a meta-analysis of psychotherapy research, the question was addressed

of the main and interactive effects of psychotnerapy and drug therapy. A

- $

566 effect-size measures (i.e., standardized mean differences). Fof example,

@ study in which drug treatmeﬁt was compared with combined drug and psycho-
therapy treatment, a standardized mean difference of the following form would
result: . /ﬁ z (XD4P - Yb)/sx. In Table 6.4 appear the actual ‘average
effect sizes calculated from the findings of the 112 experimentsj
As an example of how Table 6.4 can be interpreted, consider the first
line of entries. A total of 55 comparisons in the 112 studies involved contrasting

the scores of persons who received psychotherapy with those who received no

treatment or, at most, a placebo. Such comparisons estimate the Tpgnitude‘of

‘the psychatherapy effect, ¢ ; the estimate equals .30, i.e., the psychotherapy

groups averaged three-tenths standard deviation superior to the control groups on the
outcome variablesl Constder as a second example the 94 compérisons of drug-plus-
psychotherapy with psychotherapy alone. Such comparisons estimate the sepatate

drug effect, &, and the interactive effect, n , which results when drug and psy-

chotherapy are combined in the same treatment. The psychotherapy effect, y, fs




Table 6.4
Average Effect Sizes from Various Experimental Comparisons

Made in the. Experiments on Drug and Psychotherapy

«’

A
.~

Parameter(s) Average No. of
Comparison 4 Estimated & Ats
h *
Psycnotherapy vs’. No-Treatment or. .
Placebo v 30 33
Drug/Therapy vs. No~Treatment or .
21acebo _ J .51 351
Orug & Psychotherapy vs. Drug ’ Y +n .41 10
Drug & PSychBtherapy vs. Psychotherapy § +n .44 94
Orug vs. Psychotherapy ’ 6 -y .10 7
Drug & Psychbtherapy vs. No-Treatment: ) \
or Placebe =~ - S+ .65 ) 49

Note. denotes'the separate or "main" effect of psychotherapy;
¢ denotes the separate effect of drug therapy; and
n denotes their interaction.

215

>
oo




—

not ref]écted in the contrast because it is present on both sides of the compar-
ison. The 94 effect sizes which esNimate § + n have an average of .44, The
remainder of the table can be anderstood in Tike manner.
From simple inspection, it appears that the drug effect of .51 is more than

half again as large as the psychotherapy effect of .30. The interaction effect

is s1;§h¢]y more difficult to comprehend from merely inspecting the entries in
Table 6.4. Th \Egs drug-plus-psychotherapy vs. drug comparison, which estimates

v +n, if a full one-tenth standard deviatjon larger than the .30 estimate of v
from the first line of the table might lead one to believe that n is positive;

but the comparison of the estimates of & + n and § (being .44 and .57, }espectively)
reverses this-impression. Inspection is too arbitrary ang confusing. Several
!compaFisons in the table contain information.about the same parameters; it seems
reasonable that every source of information about a parameter should be used in
estimating it. A complete and standard method of combining the data in Table 6.4
into estimates of the parameters is needed. Such a method is suggested when one
recognizes that the two middle columns of Table 6.4 constitute a system of linear
equations, three of them independent and containing three unknowns (y, 6 and n).
The method of Teast-squares statisticql estiﬁation can be applied'to obtain
estimates of the separate and interactive effects of drug and psychotheraoy.

“ll :
R ?




The data and parameters of Table 6.4 can be written as a set of

simultaneous linear equations as fq(jows:'

-~

30) I
51| 0
.41.} _ 1
44| 0
.10 0
65 1
R 7

N = Y o

—_ O = - OO

-1

wa

1

' 9

Denoting the vector of data by A and the design matrix by X, the
solution for the parameter estimates is as follows: ’

) xTe .

-1

172
1/4
-1/72

1.26
1.70
1.50

. (3)
8
n

174 -1/2

172 -1/2/1{, and

/
-1/2 IJ
\', i
L
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hen'ce, the ectimates of the parameters are found from (X

/ - | ’
- 1
”

Ty -1, T

. )7’
to be

Each effect is expressed on a scale of standard deviation units. Q °.
-Thus, the data of Tab]e 6.4 18ad to the conc]uswn that with the groups of”
'chents.s’tumed psychotherapy produces outccmes that are about oné&-third
starr!;ard dev1at1dn supemor to the ogtcomes from p]acebo or un%ré'a’ted gontrol
gr}'p;. The drug effect 1s only about a th1rd greater than the psychotherapy
effect. An effec; of -315 will move an raver'age client from the middle of
the contro1 group d1str1but1on 0 about the 62nd percentﬂe an ef.f!ect o?

.42 wop]d move the average client to only about the 66th percentile.

'




. INTEGRATING . STUDIES THAT HAVE
QUANTITATIVE INDEPENDENT VARIABLES

¢

-—

Many .bodies of r_esgarch literature in\‘ve the examination of t;he- re]ation-.
ship bet;een dependent and independent variables, both described quartitatively.
) Where the quantitative character of the indepéndent variab%cqn be preserved,
the gajr'1 in precision of the integration of findings can be tonsiderable.

“Exdmples of problems where this‘ is true include class-size and achievemeqt, the
duration of effects of any t;'eatment, study time and achievement, and countless
labor"atory' problems in-the soé:‘ial sciences. Con‘s,'ider, for example, a research

. in}é’grat‘ion problem faced by Underwood (1957) in his work on memory. .Oiver fifteen

\Vstudies were available to him addressed to the question of the efficﬁ'ency of recall

s a function of the ordinal position of the items to be recalled in a s‘grie‘; of U

lists. Underwood plotted the curve reproduced below as Figure 6.4 and concluded

that efficiency of recall was largely a function of interference from i tems

J‘sr:rmumrmifuluﬂ—
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Pt "| Gibson
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previously memorized. The curve in Figure 6.4 represents a simple problem inv

research integration; it could be fit adequately with a logarithmic curve or
many other alternatives to a straight line. But the problems presented by many
Other quantitative independent and dependent variables are more complex. Consider

the relationship between class-size and educational achievement. 1

A Modification of Multiple Linear Recression

A simple statistic s desired that describes the relationship between class-
size and achievement as determined by a study. No matter how many class-sizes
are compared, the data can be reduced to some number of paired compar1sons, a
smaller class against a larger class. Certain differences in the findings musu

"be attended to if the findings are later to be integrated. The most obv1ous
differences invoive the actual sizes of "smaller" and “larger" claeses and the
scale proberties of the achievement measure. " The actual class-sizes compared
must be preserved and become an essential part of the-descriptive measure. The’
measurement scale properties can be handled by standardizing all mean differehces
in achievement by dividing by the within group standard deviation (a me thod that
is complete and d1scards no information at all under the pssumption of normal

,

'g1str1but1ons) The eventua) measure of relationship seems §traight?orwand_qnd

unobjectionab]eﬁ -
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where:
Ys is the‘estimated mean achievement of the smaller class which contains
S puplﬁfsx .
YL is the estineted mean achievement of the larger class which contains
L pupils; and . , _ A K
G is the estimated within-class standard deviation, assumed to be
homogeneous across the two classes. ' -
As a first approximation to stunyfng the class-size and achievement rela-
tionship, it is considered irrelevant that the particular types of achievement
“ that Tie behind the variable X are quite different knowledges and skills measured <

- »

in quite different ways.

Af distributional assumptions about X are, needed to add meaning to particu-

lar values of AS K ‘normality will be assumed For example, suppose ASLL = +],
Then assumxng norma d1st%but1ons within c]asses‘ne average pupil in the smaller
class scores at tne 8dth percent%jetof the 1arger class. These interpretations

e ¥
are occas1onain hkiffu] but seldoﬁ“cr1t1ca1, and our investment in the normality

1Y

- assumption j sﬁhot graﬂt It woﬁ%d‘be no’ surpr1se nor any concern if the assumption

proved to be nore or,Iess wrong, and it's probah]y not far off in most instances.
There exist severa1‘éiternative statistical techniques for integrating a

large set of AS L s go as to describe the aggregated f1nd1ngs on the class-size

and achijevement re]a?1onsh1p A large, square matrix could be constructed in

which the rows and leunms are class-sizes and the ceW entr1es are average

va]ues of AS L nearly equal values of average deltas could be connected by lines

to form "1s01pe1tas" En much the manner as economic equilibrium curves are used

to depidt_three-variaﬂle relationships.” Or a v#riation of psychametric scaling

could be ehp]oyed: a8 square matrix of class-sizes.esu1d he constructed %or

wh1ch edch cell entry would be the proport1on of times the row class-size gave

ach1evement greater than the column class-size. This matrix could be scaled by

Q . . / 221 KJ;).
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means of Thurstone's Law of Comparative Judgment, which would locate the class-
sizes along an achievement”coﬁtinUum. (This method was used and the results
were reasonably satjsfactoryf)' Finally, regression equations could be con-
structed in which Lo_L s partitioned into a weighted linear combination of N
andhg and functions thereof end error._'There is much to recommend this latter
procedure, and the tecﬁnique eventually employed is a variation of it. Bﬁt the
;egress1on of ¢ 5oL onto only S and L requires three d1mens1ons to be dep1cted
Anytning more complex than a simpie two-dimensional curve relating achievement
to the size of class was considered unces1rab ly complicated and beyond the easy
reach of most audiences wno held a stake 1n the results.

The aesire to depict “he aggregate relationship as a single-line curve is
confounded with the problem of‘esSential inconsistencies in the design and
results ef the various studies. A single stuay of elass-size and achievement may
yield several values of AS L In fact, if k different class- s1zes are compared

on a single ach1evement test, k(k-1)/2 values of Be_ L will resu] This set of

t's from a single study will form a consistent set of values in that they can be

Joined to form a single connected graph depicting the curve of achievement as a
function of class-size. However, various values of & SsL arising from different
Studies can show confusing inconsistencies. For example, suppose that Study #1

gave 4,4 5> 896-20° 2nd 845 20" and Study #2 gave 815,300 845 40° 3Nd L35 40

A few moments reflection wil) revea] that there is no obvious or simple way to

~

connect these values 1nto.a s1ng]e connected curve.
. ”

The eventual so]gtioﬁ to these problems proceeded as follows: AS L was
reéressed onto a quadratic function-of S and L by means of the least- squares
trwter1on then that set of values of 4 that could be expressed as 3 single, con-

~

nected curve was found. *
222
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The regression model selected accounted for ‘variaticn in AS_, by means of S,

-

5% and L. Obviously, something more than a simple linear function of Sand L

was needed, otherwise a unit increase in class-size would have a constant effect
regardless of .the starting class-size S; and the §{ term seemed as capaple of-
fif]ing the need as any other. The size differential between the larger and
smaller class, L-S, was used in pﬁace 5f L for convenience. Thus, Fhe 8. =
values were used ﬁo fit the following model:
Lol = 8g* 85+ 925‘2 + 84(L-5) +
Fitting this model by leagt-sauares wi]].resu]t in the curved regression surface
b =By 8,5 + 8,52 + 84(L-5) (&)
The problem now is to find the set of 4's in this sur‘ace that can be
dep1ched a% a single curved-line relationship in a plane. The property that must

hold for a set of A s before they can be cepicted as a connectec grapn in a plane

is what might be called the consistency propérty:

I + 4y

=L
ny=n, n

2""3 173

]
for n, < n, < N . If this property is not satisfied, then one is in the strange
situation of claiming that the differential achievement between class-sizes 10
and 20 is not the sum of the differential achievement from 10 to 15 and then from

15 to 20.

~
When the consistenc}\property is imposed on (4), it follows that:

~ ~

- T T
By + 8y + Byl + Balngm ) + 8y + Byny + fnd + B3lngony). .
B B] 1 an] (n 'n]) N

Simple algebraic reduction of (5) produces the following:

2 . [
2"y = 0 (6)

)
+
oo
—
|
n
+
)
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The two solutions to the quadratic, equation in (8) are points n, such that

. B
1f Le L is measured with N, as either~the larger, L, or smaller, S, class-size,
- . , =

-

then tne resulting set of 4's will lie on the four dimensional regression curve
" in (%) but can be depicted as a single line curve in a plane. Since n, becomesy

the point around which values of ﬁ] and ny are selected, it,hi]] be called the

pivot point. /

A Logarithmic Model

Tne above mocifieg regression approach for integrating studies w:tn quanti-
tative inaependent variables i cisappointingly complex. Fortunately we have
founc two simp?é" alternatives: 1) a Ioabrithmic model anc 2) a non-linear mode].

The ogarithmic model can be i1lustrated with the class-size problem.

Assume that the ¢ for a comparison of class-size 1 and any other class-size

L has the form

= r <+ ﬁz
A]-C Blogl + e, where e g (0, %y ).

Now consider the values of C denoted by S and L which stand in the relation-

ship S <L. Tnen,

Li.g * Blog S + e, and

8. =8loglL+e.
Assuming, quite reasonably that

e , @ A]-L - A]-S , one has that

S-L .
Lo = 8log (S/L) + e. ' (7)
Thus, the parameter 8 can be estimated by simple Iea;t-squares regression of
Le.L onto Tog(S/L). Tnen a single curve depicting the re]atiqﬂgnjp of 4 to C can .

be drawn in a plane cefined by the two axes € and Z, the (in the calculus sense)

We have applied this model in the analysis of class-size and achievement
- ERIC P NE
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with very sétisfactory-resuTts. It fit the data with Jesser mean-square error
than did the linear regression approach described above. Furthermore, this ;jmp]e
logarithmic model presents far more tractable problems, of statistical inferénce
than the modified regression model:

-

Argbn-Linear Mode]

A third alternative exists. Its Comparative advantages will be pointed

out later.

1 4

Suppose that a stuay of the rejationship of class-size and achievement is
done in wnicH achievement is compared in classes of size Nys n, anc'n3. The average
acnievement in each group is 7], Vé anc Vé. £ simple model for the relationship
between achievement and class-size in tnis study could take the following form:

v X
Y.;'C'u's + .

The parameter y represents a hypothetical 1e%™1 of achievement at class-

size zero (i.e., X = 0). Thé parameter ¢ is an arbitfary scale of measurement
parameter. If B is restricted to the 1ntervé1 C to 1, then the curve described
is an expoential that does not drop off as fast as the logarithmic curve. For
example, the following table shows the decay in achievement as class-size increases

when § = G0 .




Taplte 6.5

Comparison of Noﬁ-Linear and Logarithmic‘Modéls

“Based on
loge X

U
.50u
L33
.25y
.20u

In the tnird column above, the rate of decay for the logarithmic model is
. - .
given for Comparison. As can be seen, the non-linear model drops off much less

rapidly for small values of X.

-

The non-linear model can easily be adapted for integrating many different

studies by a)lowing v and ¢ to v?:fQerending on the study. By introducing a

coding variable W which equals 1 when study ] is considered 4nd zero otherwise,
. { ’

the following integrative model is obtained:

Yoy = v [cjujsx’] *e : (8)-




This integrative non-linear model has 2J + | unknown parameters and J -
data points, provided that each study has K means; tf at least one study has
~ three means, the mode} parameters can be estimated by means of non-]inea} least-,

B 4

squares analysis.

The logarithmic model in (7) wou1q fit data well where the -drop off was
severe fgr small values of the quantitative indpendent variab]e. But the log model
has no asymptote, which is-6ften a disadvantage, The non-linear-model in (8) would
fit data well where the initia) drop was' less severe, but where an asymptote
was approached for Iargé values of X. It ought to be possible to combine the

two modeis additively into a mixed model and gain the benefits of each.

The Logaritmic Model [1lustrated

Consider an illustration from research on class-size and achievement,
//Fourteen experiements”were found 4n which pupils were randomly assigﬁed to
tlasses of different sizes. These fourteen studies yielded over 100 separate
cbmparis;ns of achievemgnt in smaller and larger c]agges. The mu]tip11city_
of findipgs is due partly to the fact that‘in one study there may exist
several pairs of class sizes and partly fo the féct that a single pair o}
class sizes may have heen meaSured on more than one achievement test, The
latter multiplicity was averaged out and the former retained in the summary

of 30 data points in Table 6.6.

¢ o One might expect class-size and achievement to be related in something

of an exponentia) or geometric fashion--reasoning that one pupil with one

teacher Jearns some amount, two pupils learn less, three pupils jearn stil)
[° 4

less, and so on. Furthermore, the drop in learning from one .to two pupils

could be expected ¢o be larger than the drop from two to thrée; whic., in turn -
T227,
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Table 6.6

Data on the Relationship of Class-size and Achigvement from Studies Using

. Random Assignment of Pupils.
(Outcomes scaled with 5 « (s, + s5)/2.)

Size of Size of
Study Smaller Larger

Number  Class Class log (L/S) bs.|
Bl * (YS - X%/z
S-L Se * 8
1. 25. 1. In 25.0 = 3.22 .32 5L
2. 3. 1. In 3.0=1.10 .22
2. 25. 1. In 25.0 = 3.22 1.52
2. 25. 3. In 8.3=2.12 1.22 —_
. 3. 35. 17. In 2.1= .72 -.29 n= 14 studies
' 4. 112. 28. In 4.0=1.39 -.03
8. 2. 1. In 2.0= .69 .36 “ N = 30 comparisons

8. 8. 1. In 5.0= 1.61/ Y
5. 23. 1. In 23.0 = 3.14 .83
5. 5. 2. In 2.%5= .92 .22

5. 23. 2. In 11.5 = 2.44 .57 !
8. 23. . 5. In 4.6 = 1.53 .31
6. 30. 15. In 2.0= .69 .17
7. 23. 16. In 1.4= 36 .05
7. 30. 14. In 1.8= .63 .04
7. .37. 1%. In 2.3 = .84 .08
7. 30. 23. In 1.3 = .27 .04
7.- 37. 23. - In 1.6 = .48 .04

7. 37. 30. In 1.2 = .21 0—
8. 28. 20. In 1.4= .33 .15
9. . 50. 26. In 1.9 = 65 .29
10. - 32. 1. In 32.0 = 3.46 . 65
11. 37. 15. - In 2.5= .90 .40
11. 60. 15. In 4.0=1.38 1.25
11 60. = 37. In 1.62 = .48 .65
12. ' 8. 1. In 8.0=2.08 .30
13. 45, 15. - In 3.0= 1.10 .07
14. . 14. 1. In 14,0 = 2.64 .72
14. 30. 1. In 30.0 = 3.40 78
14. 30. 14. In 2.14 = 76 17
1.42 38
g,
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s probably larger thén the drop from three to four, and so on. A logarithmic
Curve represents one such relationship:
Yy*a -'alogeC * ¢. where (9)
¢ denote§ class-size. .
In‘fonnu1a (9), a represents the achievement for a "class" of one person,
since logel * 0, and R represents the speed of decrease 1in achievement as a
|

class-size increases. The general curve is graphed in Figure 6...

-loa C

d 4

1
5 10 IS5 20 25 30
Figure 6.5 firaph of the loa curve for the model in fornula (3).C .

r

P

Formula (9) can not be fitted to data directly because Y is not -
measured- on a cbnnwn scale across studies. This problem can be circumvented

by §a1culatihg AS-L for each comparison of & -smaller and a Lgrger class
229 N ' .
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Figure 6.6

Scatter Diagram of &g L

0

Graphed Against Loge'(L/S).
(Points numbered by study)
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within a study. Then, from formulas (7) and (9) one has
bg_ = (a- s1oges + e:l) -(a- Blog,L + E2)

= B(logeL - 10g,S) + ¢y -

1 82 ’ b

= B1oge(L/S) + e, (10)

The model in formula (10)is particularly simple and straightforward.
The values of 0g_| are merely regressed onto the logarithm of the ratio of

the larger to the smaller class-size, forcing the least-squares regression

Tine through the origin.

t

. Eles)00g, Us) -

2(1099 L/S)2

« \ . ‘

S
¥

A scatter diagram of the data .in Table 6.6’agpears as Figuré 6.6, in which
b | is graphed.against 1oge(L/S). Fhe estimate of 8 for these data equals
0.27. The value of r is .64, and rl = 42 Thg resulting curve relating class-
size C to achievement.in standard-score Aunits appears as Figure 6.7.

One can either weight each bs_L in Table 6.6vequaf1y in deriving-an
esgimate of B, or it can be reasoned that each of the fourteen studies should

receive equal weight so that each AS-L is mu]&ﬁp]ied by 2/(k2-k) when it §§_—

derived from a study involving k differenf'c]iij;sizes( The estimate of B
. ‘ v L) -

from the redression involving weighted 4's is equal to 0.21, which agrees

closely yith the earlier result. 1

23]
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Figure 6.7.  Data in Table 6.6 fitted to the log modél.” -
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“&n Alternatjve log Model. - - B

———
A model may have advantages if it avoids highly interdependent data sets

- -

. created @s in:the first model) by taking all pairwise di'ff'erences in a study.

‘Such an alternative model can be.developed along the foﬂowing lines.

Py L . . : . R - » -
L‘et Ye and Sc be the mean and standard deviati’guf tr}e dependent“‘vari-
able fo’class-s_.ize € in one of m studies. For, ghe k cladss-sizes in a parti-

.

cular sty?:y., order the groups from C1 < sz...‘< Ck' Arbitrfarﬂy set N
rd

’ tSk = 0 ; then.

N . 5 _-,'yk-l'yk , ’

-9, k-1.

/

Yp-2 = Yio1

]

. - o (1% 5072

* s/

2 >

210

’ (sk_
""‘
: - "Y‘k-

2g

, , (o3 * 5,.00/2

» and so on.
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-
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: meters for the ul separate studies; D

The daty from

formula (12) and are recorded in Tables.7.

-The'following model can be postu]ated)lor data of the form in (4);

. ' T o
K 6 =y BJogeC + (alDl +

The a'D

Ith gtudy, and it equals zero otherwise.

4

can fe estimated by regressing § onto 1og C.

'wn TaBle 6.7 and obta1ned a we1ghted least- -squares estimate of

——
.

The est1mates of the a' s are unimportant~

FY

.

vee + D) +
amm) E.>

The parameters B and (a,

We have done so for

the fourteen class-size experiments have been scaled via

]

@)

terms in (13) represent dummy variables and arbitrary level para- '

=1 if a § in question comes frem the .

1’ « e vum)

the data

B equal to 0.22.

In this reqression, each 4§ was
v’

we%ghted “k'l so that each 6f the 14 - studies would receive “equal weight.
The result is v1rtua11y identica! to that,obta1ned for the model in (10)
Thedmode1 in (13)15 more genera1 and of more sfgnificance than the mbdel

]
(13) can be appl}ed 1n,a wide range of c1rcumstances in which

e
in ﬁode]

studies with.quantitative independent varia5~3? are integrated The first

log term in (13)can be replaced by any mathematical funct1on ‘appropriate to

a particular app11cat1on \The important point abdut model (13) is.that it

¢

simultaneously resolves the prob]ems presented by d1fferent scales of measure-
E]

ment of Y and different values of X compared across studies. /

/

¥
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Table 6.7

Data on the Rélationship of Class-size and Achievement from Studies Using

Random Assignment of Pupils.

¢,
Study Size of
Number C(Class

1.
25.
b
3.
25.
17.
35.
28.
112,
r,
2.
S.
23.
15,
30.
16,
<3,
30.
37,
20.
- 28,
28.
59.
e
32.
15,
27.
60.
1,
§.
18.
qs,
1,
14,
30,

1.
1.
2.
2.
2.
3.
3.
4q.
4q.
5.
5.
5.
5.
6.
6.
7.
7.
7.
Y.
8.
8.
9.
9.
0.
0.
1.
',
',
2.
2.

1
1
1
: 1
!
1
1v

L 3 N XY
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Non-Parametric. Integration When the, .
Independent Var1ab1e is Quantitative o . .

.

.

* The methods of the previbus section assume a model for the relationship
between. the dependent and a quant1tat1ve %ndependent variable. Standardized °

contrasts of _.the form AX _x. are used to estimate the parameters of the-model.
1.72
In many 1nstances, too little will be known about the relationship td hypothe-
>
3
size &ven an approximate model. Then, perhaps, an approach npde]ed after

§§;ey'$ methods of exploratory data analysis might be more appropriate (Tukey,

7). No functional relationship need bé hypothesized, and.the data *hemse]v*
will determine the shape of the curve. An example will help c]ar1fy the approach
which may differ in details in part1cu1ar app11dﬂt1on§' )

- Andrews, Gu1tar"and Howie (1979) performed a meta-analysis of experimental
studies of stuttér1ng therapies. Effect sizes were calculated for 42 studies:
all studies were pretest vs.fposttest designs w1thput'contro1 groups. Effects

were assessed by comparing the post-test mean against the pretest mean and

standard1z1ng by the pretest standard deviation:

(18)

L}

The 42 stud1es y1elded 116°4's. These A's were categoriaed by the type of
therapy applied, the duration of the therapy, type of outcome measure, and.
several other features of the‘therapy and the clients. Differences in verage
effect were ohtained across types of therapy- Prolonged Speech therapy gave
E C" 1.65 for 47 effects, at the other end of the scale, Systematic
Desénsitization gave a AE c* 0. 54 for 5 effects (Andrews, Guitar & Howie,
]979 Table 3). No correlat1on was found -between tﬂgynumber of months after

therapy at wibich effects were measured and the size of effect. This 1ack of

235 2.1:)




correlation seemed surprising and prompted the further search for a decay of
effect across time that is reported be]ow The "folloy-up time" variable and
_type of therapy are confounded in the Andrews. stuttering data set. For q

example, Airflow therapy showed an average 4 of 0.52, but these outcomes were

measured at 4.2 months after therapy on the average. On the other hand, "

Attitude therapy showed a Z =§85 for an average follow-up time of 3.3 months.

The only real di‘ference betw Attitude anc Ajr flow average effects mignt

be attributable to vary1ng follow-up times for measurement of beneﬁts:
Likewise, the effect of different follow-up times may reflect therapy c¢i¥-
ferences. For this reason, the pattern of decay in effects across timé shoulgs
be examined separately within each type of therapy. But another featyre of
the studies is also confounded with follow-up time anf shouid be likewise

&

controlled. Tnerapies differed with respect to the attention given to providing

for post-therapy maintainence of the ;aains made during therapy. Andrews angi

his colleagues classified each study by whether there were many., some or no

provisions made fo}' maintainence of gWsachieved during therapy. Thus, it

seemed sensible to cross-classify effects by therapy type and ma'intain'ence

provisions before examining the data for the decay of treatment phenomenon.

Thus, 107 of the 116 effect sizes were cross-classified into the cells of an

8 x'3 (therapy type x haintainence provision) table, and the ce%? entries were

averaged. ' ) * A

) The averaging of effects resulted in an 8 x 3 tablé (see Table 6.8). The
typical entry 1:s a triplet of numbers('of?;xe form (a, b, c), whenre a is the

© £61Tow-up ‘time 1n mohfhs., b 1s the' average;U_?, and ¢ is the number of ”valu:s
averaged. Within a cell of Table 6.8 the entr"«ere graphed‘in a connected

line. Consicer, for example, the cell for Rhythm therapy with many provisions

4

for mintainence. The four data points can be graphed, as shown by the solid

2.)6 2.}') ’ / t
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Table 6.8

Follow-Up Time, Average Effect Size and Number of Effects Averaged

Classifed by Type of Therapy and -Provisions for Maintainence

Therapy Type

Maintainence Provisions

: Some

Airflow

.88, 1
74, 1.
.86, 1

Rhy thm

Shadow

‘Gentle Onset

Biofeedback

Attitude

Prolonged Speech

Pesensitization




| SR T

15 20

for two cells of Table 6.8.

’
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line in Figure 6.8. The broken line represents the three data Woints from Airflow

therapy at thé second maintainence level. The elevation of either line on the
graph is immaterial; only the slope of the line relative to the abscissa is
significant. The number in parentheses beside ehch‘11ne is the average gf

the number of effects; b,.q that exist at each -end Sf thé']ine; for example,
the first segment cf the solid line is based on 7 4&'s at zero months and 2 &'s

at six months--hence the weignt (7+2)/2 = 4.5 for -the line secment.

One approach to aggregating the data on slopes is t¢ take a weighted

average of all the lines apove two succéssive months. For exgmp]e, the slope

of the soiid line in Figure 4 between months 1 and 2 {s +.05 = l;ééﬁégl;gﬁ ;

]
. the slope of the brokenline is -.07. Since the weight for the solid line
segment 1s 4.5 and for the dashed line, 1.0, the weighted average siope between
months 1 and 2 is [4.5(.05) + 1.0(-.07)] /(4.5 + 1.0) = + .028.

If the above procedure were repeatec for each successive pair of months

and for all twelve lines that can be drawn from the data in Table 5, a complete

A

aggregate curve is obtained~ Such a curve is depicted in Figure 5. The curve
shows a loss of bené?its over the first twelve months after terminatfon of
therap}; the average loss 1& roagn1y one-half standard deviation. Although

the general trenc in the curve is unmistakably downward, not every inte;nediate
fwist and curve is to be taken seriously as a stable, replicable feature of

"the true reTationship. Even though approximately twenty t's are still
determininggthe slope of the aggregate curve in Figure 5 at 12 months post T
therapy, the estimates of the points on the évrve are probably subject to a
fairly large sampling error. Inferential techniques, perhaps dréwing on Tukey's‘

.jackkntfe'proCedure (Mosteller and Tukey, 1968), would illuminate the question -

of the reliability .of the determination of the curve,

Q .
. d')li
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Figure 6.9. Aggregation by weighted averaging of data in
Table 5 on the decay of stuttering therapy effects.
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" Aggregating Linear Slopes

’ An alternative apﬁroach was applied to the ana]ysié of deterioration
effects. This approach could be characterized as parametric to distinguish it
from the'non-parametric method illustrated above. Within each cell of Table 6.8.
a straight trend 1in; was fit to the (t, &.) data by means of least-squares, i.e.,

the following model was fit by.least-équares;

-

1

L. =8, % E&t+ e, where

L is the average effect
t is the number of months after treatment that the dependent

varijable was measured.

These incividual cell analyses number eleven. In eagg, estimates of

' éo and 51 were'obtained; in addition, the average number of 4's for the data

points in the cell was obtained. For example, for the cell "Airflow/Some

Maintenance Provisions” 1L~{aple 6.8, the regression of ZNonto t for the three

data points gives'éo = .81025 and 51 = .00246. In addition, since each &. was

based on n : 1, The averagé‘g is n = 1. .The regression equation spans the time
interval f tq 16 months, with a weight of n = 1.50 and gives éo = . 66000 and

E, = .00714. In Taple 6.9 appear the within cell regression lines, the follow-
up interval spanned and the n-weights. >

The information in Table 6.9 can be integrated into a single curve by

taking the n-weighted average of all slopes, §]. Only those slopes are
averaged at time point t = t. which were derived on data from a time 1nterval
that spans ti' For example, the aggregate slope at t = 0 is a weighted average

of all é]‘s in Table 6.9 except those for "Airflow/Some" and "Desensitization/

Sqme” which were based on intervals tnat ;egin at t = 1 month poét-therapy.

- 24]
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Table 6.9

T\ Within Cell Regression Lines, Time Interval and n-weights

for the Data in Table 6.8

Regression of Time Interval
Therapy/Maintenangg 4 onto t: Spanned
Provision Combination go é{ (in months)

n-weight

Airflow/Some 81025 .00206 - 3, 16
Rhy thm/None .66000 .00714 1;
Rhy thm/Many 45685  -701990 6, 9, 12
Shadow/None , \ .17000 .01500 . 14
. -
" Gentle/None .22832 .00398 1 1,
Gentle/Many .37000 .08500 10
B gfeedback/Many .88000 .01250 12
Attitude/None . .71000  .04444 9
Prolonged Speech/None .08383  -.02652 3, 6,9, 1
Prolonged Speech/Mgny .79433 .03514 2, 12, 15, 18
Desensitization/None -, 78026 101472

Lesensitization/Some .00000 .01000

.00




\

&

P4
Hence, for t = 0,

8, = [1.50(.00714) + 5.75(-.01990) +-+-+ 1.00(.01472)]

+ (1.50 + 5.75 +++++ 1.00) = -.0094. . :

So the inclination of the curve at t = 0 is .0094 units downward. At
t =1, all twelve of the regression slopes in Tatle 6.9 are averaged because each
of the regression lines was determined across a time span that included t = 1.

-

The n-weighted average is ' . .

g = (1.00(.00246) + 1.50(.00714) +-+++ 1.00(.01000) ]
- + (1.00 + 1.50 +<-++ 1.00) = -.0084.

In this manner, the aggregated slope of the curve is determined for each
month from t € 0 to t = 17. The resukting aggregate curve is graphed along
with the previously derived non-parametric‘curve in Figure 6.;0.

In Figure 6.10, it is clear that the curve based on the weighted averaging
of fitted straignt lines is sﬁoother and more regular than the non-parametric
curve. This feature seems an advantage since the true curve.of effects plotted
against follow-up times probably wouldn't follow the jagged, irregular path
of the non-parametric curve. But the aggregated curve based on linear slopes
appears to have atiekuéted the size of the effect decay across time. _For
example, be;ween 2 Qnd 12 months, the néﬁ-parametric curves drops abeout .40
gtandard deviation units. Over the same interval, the curve from aggregated
linear slopes dropg on1} about .15 standard deviation units. This difference

- ¢

. ‘ , .
is so great as to cause one to search for a compromise solutiop. .

14
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, Aggregating Quadratic Slopes

¢

Fitting quadratic function/é by, Mast-squares estimation within each ceH'

"+ of Taple 6.8 may praduce a.more satisfactory aggregate curve. Consider, for
B A

»

‘Qexamp e, the cell "Airflow—'Some" Maintenance Provisions." The three pairs

, . -
of points are as follows: \\‘ . .
Follow-up time, t: f 3 16 . . /o
N A - . &+ \ &
* " Effect size; &4 .88- .74 .86 G
TheSe points can be fit to the quadratic equation g
) . -
— - a2 i . .
S, 80 + B']t + th + e, ' \
. With tnree points and three parameters in the model, thé fit of the eugation ’
- @ . /
is perfect: . ' A
‘ ) . . P
- h E. = . L0911t +.. z,
{; o 9\6 9658 + .0911t 0053t

" For example, at t = 1, the predicted effect is .88; at t =3, b= .74,
at t = 16, & = .86., ‘ )
Thi; singfe quadratic curve spans the time interval from'l to 16 monthy.

43

Its slope at any time t on the interval is given by ‘the value of the !eriv

ive

of the curve at the point t. In general, the slope 6f the curve at t, is given
/ / -
by

t F

e

S]ope(t1) = é] + 2§t1. . .

\ 7
’ For example, the slope of the quadratic curve for "Airf}o;v--'Some

<

* Maintenance" at 2 months post-treat_rnént is

- s ; = i - ) 2
S1qpe(t‘ 2) dtr(.9§58 L0917t + .005‘3t_ ),t s 2

¥ - ! = .
_ L0911 + .0106t|t . 2 .0699.
' ~

. i . -
1
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—

In words, then, the gquadratic curve fit to the data has a slope of .07
standard deviation units downward at two months post~treatment

This method of fitting quadratic curves caq'be applied to each cel] of
Tab]e 6.8, provided that more than two fol lowsup times are present in a ce11 (at
‘east three data points are required to estimate the three parameters of the
guadratic curve). Consequently, six of the 12 non-empty cells in TabTe 6.8 must
be eliminated. (An alternative quropch not explored here would enta11 fitting
straignt lines in these cedls 'with only two points and ]fter gQgregating their

slopes with tne slopés from the quadratic curves. This mixing of quadratic ‘and

‘'straignt line mogels is pfobably preferabie to the elimination of two-data-point

cells followed here.) .

- For each cell with sufficient datai a quadratic curve can be fitted via
least-squares. Then the curve is differentiated to obtain the function descriging
tne slope of the curve at any time t. These slopes can be calculated for each
value of t (to the nearest month, for example) across the*time 1;terva1 spanned
by the data#on whicB\the curve wa; derived. Finally, for each value of t the
slopes of the der1ved curves c&h‘%e averaged, or averaged after some appropriate
wei'ghting, to form an aggregated curve. For the six quadratic curves fit to

’he data il Table 6.8, each slope was weighted by the average number of effect

A ]
sizes in the cell (the same weight funtt1on applied in aggregat1nc the data’ v
. - !
by the non-parametric and. linear methods above).
. ,%EB

. ' , .
" The results of. fitting the quadratic turves, the time span over which the

curve stretches and the.weight (average number of ‘s 's). for the six cells appear

' - = . . .. -
as Table 6.10. Suppose one wished b calculate the aggnegate slope of the fol]ow-_
up curve.at t-= 16 months post treatment. From Table 6 IO gt 1s seeh that four

l\

\/
ce]]s gontribute data to determ1n1ng follow-up effects at 16 mon*hs airflow-

- I v : B I

. 266 24 |
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Table 6.10
Quadratic Curves, Follow=-up Tiye/SBans and weights

(Average Number of &'s) for the Data in Table 5

— —

-

Time Snan 5 3 5
Cel - (in months) Weight 0 ] 2 LJ///
- | ’ ‘\
Airflow-Some ¢« 1-76 1.00 - .9658 -.09M .0053
Rhy thm-Many 0 - 12 5.75 1.2413 1741 -.0168
Gentle Onset-None 0 - 25 1.25 1.2471 -.0146 .0004
Proionged Speech-ione 0-MN ,2-80 2.157) -.0818 .0050
Prolonged Speech-Many 0-18+s . 6.20 1.8599 -.0857 .0029
+
Desensitization-None 0-20 1.00 0.6900 .2095 -.0095
. e
9
N LY
_ Ve
$
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A * .
some, gentle onset-none, prolonged speech-many, and desensitization-none. The
first derivatives of the quadratic curves for thesg four cases and the weights

assccijted with each curve are as follows:

- First Derivative He{qht\
Airflow-some . -.0911 + .0106t 1.00
‘. . Gent]é-onset-none . -.0146 + .0008¢ 1.25
Prolonged speech-many -.0857 + .0058t . 6.20
Desensitization-none .2095 - .0190¢ -1.0C

The aggrEgate slqge at t = 16 is foung by solving each first derivative
]

'S

at t = 16 and then forming the weignted average of the resulting four values:

1.00(.0785) + 2:‘-.0018) + 6.200.0071) + 1.00(-.0945) ,

Co\«» 1.25 + 6.20 + 1.00

=+ .0027 .

[}
..
U =]
~n)y
(84 48]
co

N

L ]

—
\

Thus, the siope of the follow-up curve at 16 mgnths is a rise of three-
thousandtns of a s»andard deviation per month--imperceptibly d1’ferent from a
horizontal line. In similar manner ’th;~slooes of the.quadratic curves in -
Table 6.10 were aggregated for each month. from g'to 17 and gcnposite curve‘
reflecping the proper slope at each month wds drawn. This curve, referred to
as fhe "aggregation of quadratic slopes" appears dlong with the non-parametric
aggregated curve in Figure 6.11. ' L
. The aggregation of quadratic slopes clearly overcame the manifgst short-

#mmg of the method of’ aggregating linear s]opes. viz., the attem&on of

effects. The quadratic curve is much more like the non- parametric curve than

was the aggregation of linear siopes. _ -
{

s

260

248 2,




)24

Effects in standard deviation units

.80

.70

.60

-

Aggregatégn of -

quadratic slopes

&

%
.

-

Non-parametric
‘aggregation \\\\h_>
- .
1
n AA. 1 1 i 1
’ 5 : 10 L 15
Follow-up time. in months ‘ .

. / N
Figure 6.11. Comparison ofnon-parametric and quadratic meﬁhods of curve aggregabién
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INFERENTIAL METHOCS OF MEZTA-ANALYSIS

.

ole of statistical inference in meta-analyses is somewhat

controv ai. Inference at fhe level of persons within studies (i.e.,
methods that treat persons as tnhe unit of analysis) seems quite unnecessary;
fhe rejection of hypothese§ in such cases 1s neerly automatic and pro forma
since even smali integrative analyses encompasing twenty or so studies are

Tikely to involve several hundred persons. The picture changes when one

i

consiaers "stucies" anc *ne variadility procucec by tneir cnaracteristics

-

(e.g., locaticn,.cate, 1nvestiga<or, types o like). At
( y

R

“n1s second ieve., one car reaciiy imagine trnat even f19ty or 127 stugies

may yie.c unstadie findings, regarcless of wnetner tney subsume cata from

ie
¥
ny

iy communi-

a8 thousanc or ma tnousand persons. An investigator wno sust

cates nis expectations of outcomes to his sucjects affects all of them

»
I'

eaua.ly, and there is iittle comfort in there being 100 subjects or 1,000.
So if any type of statistical inferenck ough: to be undertaken in an

X ]
integrative analysis, it snould be carriec out with "study" rathet than

"person" as the unit of analysis. But tme prior guestion remains: should
b4

(%
meta-analyses use inferential statistics?
- ¥ )

The answer is, by no means, obvious. Inferential statistics seem

to work well in two instances: randomized experiments and welE-désigned
surveys with explicit sampling proceaures. The ¢lassical theory of
statistica]hinferencg assumes either the definition of a population and
‘rigorous sampling from it or, as Fisher later showed, the randomization of
units among conditions of an experiment. It works sensibly there; phére

”»

is little doubt in these applications about Qhat is meant when it is asserted
' .




]
£ C .

that the confidence intervals cover the parameter with 95% probability or
that t*e probability of tne hypothesis being rejected incorrectly is 1%.

The typical integrative or meta-anaiysis seldom meets either condition

of valig statistical inference. An attempt is made to locate every study
on tne topic being examinedy Those studies that are located consslitute a
_portion of a population of stucies; but one hopes that the proportion is

close to 100%, and one is under no illusions about the group of studies in
: @

hang being a random or probabilistic sampie of tne population. Rarely, a
v

meta-anaiysis will be uncertaken on & literature sc large that it is

3
y - ] > tal y - 11 + ) SR -
1mpOss1die tC read anc andliyze it all, even thougn one can describe, count

anc ctnerwtge celineate the pcoulatiorn of stucy. Then one mignt sensibly
araw rangom ‘or stratified, cluster, two-stage random) samples of studies
and appiy.ciassical 1nfe}en*ia1 tecnniques with a legitimate warrant--as
Milier (1572, was forcecd %o dc.in nis meta-analysis of the effects of
psycnoaﬁtive drugs.

. “ne probanitity conclusions of inferential statistigs depend on

sometning like probabilistic sampiing, or else tney make no sense. There-
h .
can be nc gquestion wnether tne relationship of a meta-analysis sample of .

s;ucwes to tne population is similar to tne 8xperimenta] randomization

-

upon wnicn permutation test theory rests. [t is not. .

The arguments against inferential techfigues in meta-analysis do

Y

not satisfy the appetite for some incication of the instability or

.

unreitability of the results. When we ‘snowed our early work on psycho-

therapy (Smith and Glass, 1977) to John Tukey, he chided us for not

presenting standard errors of the more Dg;or:qnt averages. Qur regitation

of the reasons for not broaching the inferential cuestions left him

unconvincec, he felt that regardiess ¢f 'such complications, some
\ . *
25"

, 26,




N .
rud1mentary inferential calculazions would pe inf ormative and usefu]
S1Aq3 then, we nave pursued inferential questions at the "study" level and
'througﬁ the application of Tukey and Moste 11br's jackknife'technique (an
al]-p:rpose approach to statistical 1nfereﬁce for camplex data sets where
~=Classical theory is lacking). ¢ .

Ahetner the findings from a coﬁ1ection of studies are regarded as a
sampig from a hypothetical sniverse of studies, or they are in fact a
sample from a well-defined popuiation, problems of statistical inference
arise. Significance tests or confidence intervals around estimates of
averages or regression planes will indicate where the research literature
s conclusive oo a question .and where tne aggregated findings still leave
doubts -- at least insgfar as sampling error is concerned.

Tne inferential statistical problems of the meta-analysis -of research
are uniquely complex. The data set to be analyzed will invariably contain
complicated patterns nf sEatisfica1 dependence. (Stu@ies" cannot be
considered-the unit of data analysis withog aggregating findings above tne
levels at which manyvinteresting relationships can b; studies. Each study
is 11kely t0o yield more than oné finding. An experiment comaaring4
heterogeneous and honogeneous ability grouping'might'produce e%fect-size
measures on three types of school achievement at\four points in time; thus,
12 of *he several hundred effect-size measures in an qggregate data set
would have arisen from a single study. There is no swmp]e answer_to the
qupstiqn of how ﬁady indepeqdent Jzits of information exist in the Targer

data set. One might attempt to impose some type of cluster &r multiple-

s¢age Sﬂqh&ing framework on the data, but 1n tne end this will probably
: - 252
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restrict the movemen:t of an imaginative data anaTyst. Two resolutions of

s

the proolem can be envisioned: one risky, the other complex.
The simple (but risky) solutiom is to regard each finding as independent
of the others. The assumption is Untrue, but practical. All inferential

calculations could proceed ok this independence assumption. The results

\ .
(staqdard errors of means, of correlations, and of regression coefficients)

could be reportec with the qualification that they were calculated under

tne assumption of independence. This procedure might be useful because the
[ 4

effect of tne dependence 15 almost surely to incnease standard errors of
estimates above what tney would be if the same number of data points were

‘ G oann Co. . -
independent. Thus, if 50 effect-size measures from 30.studies yielded an
e

. : « : . , :
unsatisfactorily large stanaard error for the mean effect size, tnen it cold

- .

' X . ’
de assumed safeh( that the standard error woulid be even larger if the

P
campiex gependence in the data were accounted for properly.
©

The matter of statistical efficiency and "lumpy" data can be described
more formally by appealing to an analogy with cluster sampling in survey
researcn. Imagine that "studies" are like clusters and effect size measures

(or r's or any other appropriate description of findings) are like obser-

. vations or cases within c1usters.‘ It is well-known fronampTing theory

(Cochran, 1963) that if m clusters each containing n elements are drawn
randomly -from a population in which the intra-cluster correlation of elements

is denoted by o, then the variance error of the mean of the mn observations

-

is g_ﬁ/en approximately by:

. A Cz

Var*(y.) = =L D1+ M- 1)0] (15)

where c; 1§ the homogeneous within cluster variance of the observations.
L]
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}he analogy with apﬁq% ations to meta-analysis can be drawn by
assoc1at1ng‘stud1e§ witn cly8ers anc then ¢ becomes the intra-study cor-
relation of effect-sizes, say: ~1t 15 instructive to notice in the above
equation that iatra-ciuster (or "intra-stuay") correlation changes the
variance of the mean, from what would be obtaihed under independence, by a’
factor of 1 + (m - 1)n. It is improbatle that p would ever be negative, .
nence the conciusion that intra-study correlation of findjngs in meta-
analyses increases variance errors, thus decreasing the relfability of
aggregates from what would be expected under independence.

Fortunately, tne results from severz] extant meta-ana]yses/ggn be
usec to 1nvestigate what a typjca1 value of ¢ mignt be. fhen, the typical
(nfiation of the variance error of tne mean car be estimated. - In Table. 10
appear tne 1n:ra-stfdy correlation coefficients (of course, these are merely
P
intra-ciass correlations) calculated from the data of seven meta-analyses.
Only one ofithe sevén p's in Table 10 is below .50; they aQerage
.61, but they vary greatly about that average. Nonetheless, .60 gives a
reasonably typical value of ¢ with which to inquire further. .
Under-the’assumotion af independence of findings within studies,

the variance error of an aggregate average of n findings within each of

m studfes is given by:

- 2
_ Var(y.) = —=— | ,

An'1ntra-stuq‘_correlation of findings increases the vapiance of ,

the mean to:

2

cooo 0 Var*(y.) = ;n (1+(m-1).6].

The ratio of the latter to the former equals:




Table 6.1}
Intra-Study Correlativn Coefficients

from Seven Meta-Analyses )

Investigater(s)

Topic

Kavale ('79)

Schlesinger,
Mumford &
Glass ('78)

Smith ('80)

-

Glass et a1f~

LT T

7 Glass ('77)

Smitthﬁiass

& Miller ('80)

Shavelson et al.
('77)

Psycholinguistic training

Treatment of asthma

Sex-bias in psychotherapy

Teacher indirectness &
achievemeqt

Effects of psychotherapy on
anxiety

Psychotherapy

s

§t6bi1ity of teacher effects
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wh%ch indicates the inflation of the variance error due to the non-

-

ingependence of findings within sngigs. t is important to note that
tne inflation factor does not depend oﬁ the number of findings, n, Within
studies, but rather it depends on the number of stusdes, m.
£ Another way to view the inflation of the vériance error of the mean

o - k. ,
due to non-independence is to express Var(y.) as follows by dropping terms

of order 1/m:

|,

_ 2
var*(y.) = f%r + Lot Gz(%ﬁ + %) - o (16}

This formulation shows that the variance of the mean is increased
by c?s/n due to the non-independence of findingslyithin studies.

The fol]o@ing table iilustrates the infTaéion of Var*(y.) ovér
Var(y.) because of non-independences It is based on the typical intra-

«

study correlation of .60 from Table 10 and an assumption of n = 2 findings

per study.

No. of 9:( E__
Studies Var(y.) var*(y.) b/a
5 (.10)0? (.34)c? 3.4
p o g~ e o

2 .025)¢ 3o . )
0 (.01)q? (.304)02" 30.4
o 100 (.005)0 (.302)c 60.4
v 500 (.001)o? (.3004)0% 300.4
. .-

) The calculations are remarkable. They show, for example, that given

an intra-stydy clustering of .6 for 50 studies with two findings each,the
. varance error of the )
mean of all 100 findings is thirty times larger than the variance error

one would suppose to be true assum1n§ independence. \Thus,| statis¢ical
intuitions ceveloped from experience with independent data sets must be
, held in check when defng with the kinds of non-independence data typical
_ 3 < :

‘v/(}
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of meta-analyses. Furthermore, it is important that statistical.techniques

applied tb meta-analysis take account of she ncn-independent structure .of

tne data, either by ugé of formulas for clustering such as illustrated here
; .
or by use of the jackknife technique,

Tukey's Jackknife

An inferential technique wnich takes account of the 1nterdependenc1es
in a 1arge set of findings in a mete-analysis is Tukey's Jackknife method
(Mosteller & Tukey, 1968) Space does not permit a bas1c exposition of the
Jackknife technique. One suggestion and an example must suffice. In calculating
tne "pseudovalues” in the Jackknife metnod, some portion of the data set is
discehded,‘and E?e sample estimate of the parameter of 1nterest“is calculated.

In a meta-analysis, tne portion of data eliminated should correspond to all

those findings (e.g., effect sizes or correlation coefficiehtsi arising from

8 particular study. Thus there will be as many pseudovalues as there are
studies. The method wil] be illustrated on a small portion of the data from a
meta-analysis of psychotnerapy outcame studies. Ny

The data in Tabie 6.12 represent 39 effect-size measures from'26
experimental studies in which hehaviorel and nonbehavioral psychotherapies were
compared for tneir effects on fear and anxiety. .The effect-size measure'was

o
defined as & = (Yheh. - Yhonbeh')/SX' For example, study 1 produced two measures

of experimental effect, the first of which shows the'nonbehavioral therapy as

P

slwghtly superior to the behavioral therapy, ann\the second of which shows
the behavioral - therapy near]y three-fourths of. a standard dev1at1on superior
to the nonbehavioral thfrapy The first step in establishing a Jackkn1fe

confidence interval on the mean effect size is to average the 39 effect-size




B

T
ﬁ\
]

" Reasures to obtain X. -

-~

Second,;26 partia1 means;'Y;i, are calculated by

- :e]iminating’each study in turn; for example, the fi rtial mean is based” -

, .on the 37 effect- -size°measures remaining after the e “Sizes from study 1

L3

oved.

=\

. ~
Third, 26 pseudovalues are calculated as fg]lows:

The 26 pseudovalues can safe}y be régarded as s§mp1e
. . . : . . & -
.of obseryations of nogmally distributed .ipdependent variables, with expected

2

S va]ue approximate]y equal to the true mean effect size, and variance Ué .

Thus, the* 9e tedf pseudo va]ues e can be tréated as an ordtnary sample of data

to which t- distribution methods can be applied.

The right-hand sid€ of

-~

¢+ Table 6,12 1ists the calculations for the 95 percent confidénce interval on

o

the true effect size; the interval does not qu?te span zero, indicatfhg'a

-

. statistically reliable superiority of the behavioral therapies'- By compdrison,

a t;:séhod g5 percent confidence interval on the popu]at1 n mean effect size
‘ “cal uIated from- the 39 effectJS1ze.measures, assum1ng 1nd%pendent observat1onsp

extends from - ;O/to + .50 . % - CRR : ,l e
~8 . N

‘. Statfstnca] 1nferent1a] methods on the t‘Pe of data 1]1ustrated here’

~

toyld play-a role in d1rect1ng future researcﬁ ?rom standard.!rrors of
- -y

-~y
averages and’ coﬁf1dence regi'hs a?ound regress1on ‘planes, one can determineg
y »

wheré’ parameters are sharp]y est1mated‘by the current body of research studies

and- where-sample est1mates repain poor‘~ The simple cross tab1uat1on of the

- - 4

N charactgr1st1cs of studies canp]eted is he]pfu1 for the same purpose However,

. 4
~ Tt must be po1nted out that thE\Ddthﬂ'Of stud1es needed to estmmate accurate]y
-

"an aggregate.effect size is partly a fUnct1on of gpe variance of effect s1zes
For example, 5 stodies may determ1ne accurate1y xhe gjfect of émphetamlnes

A OO0 hyperact1ve 8-year olds; whereas 20 studies myy be - needed to achieve the

same accuracy wﬁth 12-year- olds 1f the effects areffundamentaT]y more var1ab1e

LS
s 4
‘e ‘. LI f . »
\ .o%8 4 P S

v N ]

. fnr o\der children.

-
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Inum‘ion of Application of the Jac

Table 6.12

kknite Technique ol interval Estimation of Mean
Eltect Siz€

F 4

. Eftect-Sze  Pseudo Values .
Study No Measures 0, = 26X - 25X, , Calculatibns
ZZ
1.... ..=10 s@sw
' © T4 .366 N = 39 effect-size’mapsures
2 .. ... 43 n=26 siues
45 528
3. 65 493 X;=.186 .
y 4. 52 407 .
5 . 20 . 197 &= a5
6 - 4§ — 040
7 - 50 . —.264 -
g’ 335 .
291 95% jackkniio confidence
g » 18 184 intervgl on u
10 . 51 278
1, - 39 - 191 orsf2s =2 06
[-12 - 95 - 560 .
3 .. ... 33 282
14 12 144 Xy ¢ tsg//n= ,
15 08 . '8 186 £ (2.06)('457)/v26 = (002, 371)
16 1.90 1315 )
17 . - 44 —224
18 ., =100 ~.583
19 06
‘ » 20 . ) S
10 - ~
00 - 097
20 64 486
2 59 i
96 . 980 N
22 . 0s .
20 102 Y o
23 o c72
24 12 '
08 . !
i . 14 . - : -
& -8 T~ 368 . '
25 - 22 - 079 :
26 . 128
‘ 24 .
N 24 1016
24
- 59
. N
—_ ‘ N .
. o
- IS i
A ) o -
239
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-knifing on “study" as the unit of analysis was narrower than the confidence
7 .
"and largest negative values of ¢+ arose from the same study. A recent

. . .
(L. . . . s .
for the s1gn1f1ci;;e\ef the differences of the beta-weights from zero were

near1y always sma11er for the jackknife estimates “than for the convent1ona1 ' -

{400

b )

., The i&]ustration above showed that a confidenge interval based on %ack-

interval calculated by t?aditiona] methods with individual ¢'s as the un1t§,

of ana1ysis.' This was unexpected and contrary*to the illustration to be . .
Fi .

presented here. It,brobab1y ts due to the fact that the largest positive

*

. \ / .
app]ication of the jackknife to meta-analysis by Haertel, Walperg and Haertel

(1979) gave results more in accord with expectations. When multiple Tinedtr .

L - . .

regression weights were jackknifed using "study" as the unit, the t--statistics

4 ¢

*
estimates (Table 4 of Haerte1 Walberg and Haertel, 1979).

An illustration-wfll indicate the lines along which the jackknife

approach to statistical inference in meta-%na]ysis can be applied. The

class-size and achxevement ana]ys1s above can serve _as the illustration.
s \> *

£ total ¢f 108 compar1sons of achimvement in smaller and larger classes was.

‘available to fit the logarithmic curve. These 108 compar150ns actually arosei%rom

‘14 different studies. The multiplicity of data arose Both from mu]tip]en-.

cdpmar1sons w1th a study (a study comparwng four class sizes produced six & s)
and multiple ach1evement measures. {or 1nd1v1dua? comparisons. (The comp]ete '. LT
data set appears in Glass™nd Smith, 1378.) A trad1;1ona? inferential analysfs *~ -

thét takes no regard of the complex interdependencies of the data set (108 & ‘'s

cbfrespohding to'oniy 30 unique comparisons of clégss-size arising from only .
- v . - 2 i ‘ ’

o \ . ,
14 studies)'would proceed adong the fo]Towiqg lines. - LV
’ > ‘ v ‘ "“é’ /" . }
? . . " ! .

3,
- . A

27’) ‘ . ' . : ,"'_.




. 1"‘ .
The least-sqgares regression of L onto 1bge(L/S) has the solution:

tg_ (Tog L/s)"

5 = , (17) ,
: Z(TogeL/S)2 R
For thé 108 data points,
% R
' | B = e = 2820 .
The estimate of residual variance equals: ™
3;=0.1823. ] Loy

]

From traditional least-squares theory, it can be shown that:

“«
-

2 L L2 ez l -1
cé % [Z(1ogeL/S) ] X
’ ‘ . L [ +
Thus, in the example, .
P - . .
S v
% 4 /.1823(385.745)° T = .02174.
° & «_l_: —— P - g e e e

. \
¢ N . . ¢

" ) 1) ) . .
Assuming normal distributions of estimates of 8, the 95% confidence 1nterv?1

on B is given by: .

C o 8+ 1.98 557 = .2820 *. 0630 = (.23%0, .3250).

The results of the interval estimation prove to be quite'different

Y. when the jackknife method-is used to take account of variatjon at the study

1eve1i;{fle first step in éa]culating the-Jackknf%e interval on @ involives : -
the calculation of all 14 pseudo-values, one for each study, by the ' )

® .. . . 1 [ SR
o L

L4
. ."
. ) . . ; .
¢ .

L _ 261
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formula:

—a

2 ;= 142 - 13% 0 where
o
8 ; is the estimate of B calculated by exc]ud1ng all pa1rs of &¢_ L and Tog,L/S
that arise from the ith study ' o \\\\
d » . . - X ~

Using the earlier calculations on the entire data set, it can be

computed that:

ni

X .108.780 -3 alog (L/S)
£ = 3.948 - y ° ,

ny .

385.745 -3 (Tog L/S)? .
1 .

wpere the summation is over all pairs of values of & anc 1bgeL/S that

appear in the 1th study.

-The fourteen values of é-i for the data appear"L1cw coded by the

Study -number used 1n Glass anc Sﬁith (1978):

\

, ) . [ )

Study hs. By L :
001 ‘ .28617 ¥222057 .

002 . .216408 1.134696 :

006 - . .284079 . 254973

008 .285092 - .241804
009 , . 283260 ,  .265620 ,

01s | .282092 . .280810

035 \ - .2P6595 .222213

9\ ", 281716 . i 285692 :
052 .281494 : .288578 ¥ S
» 055 .312188 ., -.11044¢ e ’
- 058 .277897 .335339 e “

06! .281980 . 282226

073 .282635 .273095 .

077 .293232 .135984 ) '

\ 14 ,.— -~ i .
.' i 6. = .793760,
. 5§t 265047
M v
262 473 -
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The 95% conf1d&nce interval om 8 is now calculated by the formula:

- [ ] ~ - " ’ .
€ ~ /Y e
o Sl orster% /T .
wherg n is the number.of studies and df [s n -1, in this case, but not
‘ .
generally - l

&

For the data of th1s iTlustration, the above formula takes ‘“v'alue':

- . .293760 + 2.14 (.265047); /1T
‘ ' .
= .253760 + .15159

.\ ' = (.1422, .4454).
'

¢

Th1s jackknife interval on B is more” than 350% pide than the interval
calculated earlier by conventional methods that treated each pair of valu€s
L and iogeL/S as an independent data point. The jackknife methods appears

h¢ 6
to be appropriate and equal to the task of handling data sets interlaced

with complicated dependencies. »

Generalized Least-Sauares e

The Lnethods illustrated on‘we class-sizg data above are ordmar]

-

Teast-squares arialysis (OLS) and Jackknife (JK) analysis. There exists @
th¥rd means of analysis that is theoretically more r1gorous and may prove'

super1or t0- Lhe putatively inappropriate-OLS and the unknown JK ana]ys1s . A

\j

~The third method is the method of generalized least-squares analysis (GLS).

» OLS is the traditional method &f linear estimation based on a model of '

independently and normally distributed errors- It is, in fact, @ sbec1a1
case of the method of GLS, which permits’the errors in the linear mogel to

be correlated. Correlated errors prevail in the type of* data that are fitted'
¥ . ’ .
to the logarithmc model in meta-analyses. ™
hY 4, L}

! * 263 : h “
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Suppose, to begin with a simple example, that & study of the relation-

ship between class-size and achfevement is performed where achievement is
comparec among class-sjzes of s andg Ny pupils (assume the n's increase
in size from n,, to n.). From the logarithmic model,
2.. =2 Rlog n, +e..
13 S J 1]

.

for the ith pupil in tne jth ciass. It 1s assumed that gy are
ingependently anc normally distributed with variance c2. In orger 0 remove
-

arbitrary scale factors and fit the model, the class means must be paired, -

cifferencec anc standardized to formr delta measures; e.g.,

1 N
NOw, tne random variable £ has a normel distirbution with

mean ‘= 5?og(n]/n2), and

variance = Var(éi} + €.,) =

There are tnre;,nq§51b1e pairs of the class-sizes n,, n, anc n,; thus’

there are three possitle L's. However, the deltas are cohstrained by the

4

" restrictfon that

, »
Thus, one of the three adds no information to the remaining two; only two

deltas need be considered. (In the more general caseofJ ¢lass-sizés, there

are J(J-1)/2 .possibie deltas, but only J-1 uf these are free to vary.) Thus,

"the available information is completely cd%tained \(Lany nonredundant subset

pf J-1 deitas. It will be convenient to work with only thosesdeltas that are

N




fopmed by.comparing each class-size in turn with the smalles't clasélsize, e.g.,

» . T ’ + - ¥ '
An]-nj where nj > n}.

In the three class-size comparison, the deltas will be

.
.

and & .
17" My=ns

We have alreacy seen that AP -n has error variance equa’l to :Z(I/nT + ?7;2).
' ‘ : 12 ‘ '
) : - , . 2 L
Likewise, L. _p_'éas error variance equal to g (1/n1 +1/ry). It remains o
1 ‘ - ‘

determine the covariazgg\ffltnese tﬁé deltash

‘

Covay (
Covar (e

Var(E.]) = gz/n].

- 1

It should be ¢lear that in a set,of J=1 deltas forngc by comparing

>‘@.ac‘n ﬂj in ;urﬁvw‘tr Qq, »hat each delta has varvance given by ' -
3 . o

] 1
VaT'(A . ..) = 02(_ + __)’
) n] nJ- T'r'] nj

’

and each pair of deltas has covariance given-by

3 ]
Covar(An .
. .M




h’t -’

Hence, the set of two

»
. covariance matrix of errore:

s .

1
N

L
4: nT
.

A genera’: linear model

v . > -

deltas in our examp)

I-—J

]

2
&

1

n

1

*
could nQw pe stated for

e has the following variance-
: »

~

'—-—l

pm
—

-

pm

N

e’

the two ageltas:

o |

4
L Ny=n,

L

-

STOQQnT/

n., + ¢ . :
J -r

»
~

Wnere tne vector of ¢'s are cistributec normally with zero mear vector and

. variance-covariance matrix in formula 1§ above. ‘ '

Jenoting “ne variance-covariance matrix

Jonnston {1572, shows that the generalized ieast-squares™sclution
L]

)
of errors by :e’ then

for 2 is

containec in the following quantities;

w)y

e
e
.

oo T
KT ) X L

- -

-1
L,

.

19

e

\
/

wnere L is tne vector of geltas (two, in the examoie!, anc ¥ is tne matrix

cf independent variable values (

o

709(01/n2, and Tog(n]/n3)},

-

.

1]

4

i

in the examplepw 2 x 1 vector with entries

LK )

~. ] R
. 5 Var(g) = oé(XTZEX)'} v (20)
and an unbiased estimate of &% is inen by
- R . AT =1 ~\ s
¢ S s(L-xB)r_ (b4- XB)/(H-x), (21)
K € . 'E A
l\\ ,‘
R . ‘ *
. _ 266 - \ -0
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wnere N is the number of deltas ard k is the number of parameters esfimated
(one, in the example). -
;n 2 typig}l meta-analysis, deltas will arise from more than one
study. Thus, tnere may be two deltas from Study #1 (J=3) and three deltas
. from St udy k2 (J= )iiv'h1s afrangemeik of data does not substan:1a11y compli-
ca ;‘ .he GLS analysis outiined above. The vector of deTtas is now of order
5 x ] and the variance-cpvariance matrix of errors, ¢, is a block- -diagonal

ma:r:x of orgér 53 x 5:

Y

o s ) ﬁ
r B
f'.,‘ |2 r'.]
7. L, . c .
-— -_— —_— v )
ms, T "3
] 1 1 i
- . 0 i
"E 'u » » P ‘] nz n«i nq. 3
- + \
¢ 0 AR
n] n] n} l’]-I ,
‘ -
0 G }"l# 1'_ 1_ + .L .
L | L . n.‘ r'..; n,l ”r—]:.—'J

« .
where <ne n, in Stuay £ 1 may‘be differént“rom tBe ik in Study #2 (and .
Tikewise for LPYER ). ' J X
»  The block &iagona].matrix Z, in formulas (19‘. (20) and (21) yields the
, prooer ;stimate of 8,.its stfndard ?rror, and an e§b1mate of error variance.
The distribution of 8 civided by its ést{mated stangard error is known to
»- be St udent's t- d1s;r1buV1on with -degrees of freedom equal to N-1, where N
fs she number of deltas [(there being J-1 deltas ‘or each study) (Jdohnston,

\
18972, p. 210).
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The above argument appears to bq mathematically complete and appro-

' -

priate to the inferential problems of fitting and testing the logaritnmic

modei: A Monte Carlo study is not strictly required--failing the discovery .

~

of some flaws in the mafhematicsl-bug it will be useful to check fhe validity
of the GLS procedure while carrying out a Monte‘Car1o study to check the use-
fuiness of the OLS and.JK solutions. One knows a priori that the QLS and

J¥ confidence intervals go not have Eomp]ete mathematical jusf?ficat?Zns; ~
tne QLS intervals are likely to be use1e§51y inexact and, as always, the
acc%racy of tne Qpproxﬁmation upon-whiéh the JK intervals dre baéed must he

.

checkec. ’
.‘/’9'
In the foliowing section, the results of a Monte Carlo simulation are
presented in which the accuracy of confidence intervals constructe? by the
]

~

GLS, OLS anc JK methods i¢ compared.

Monte Carlo Study

, | - |
A Monte Carlo study was conducted to check the validity of OLS, GL§ and

1Y

[}

JK confidence intervals. The structure of the simulation (i.e., number of

studies, number of “class-sizes compafed, and ‘the sizes of classes compared)

oy

was chosen to duo11ca;e exac;?y the data set in the meta-analysis *of c]ass-

o

size arid achisvement (Glass and Smith, 1979). The data set strqcture is as ¢
. . R
follows: 3 i : -
4
¢ o
, . L
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Table €.13

Structure- of the Data Set Used in the Monte Carlo Study

. : Class Sizes /
Study No. ) . Ny ns Ng vven }
1 t 325 ’
2 125 L
3 7o "
' 28 112 i
5 1 &g_; 5 23
6 15 30
7 16 -23 30 37 ,
8 20 28 |
9 26 50
10 13 )
11 15 37 60
12 1.8 /
13 15 45
S 1 a4 3 |
i ’
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For example, in Study #1, three class-sizes were compared: 1, 3
andg 25.‘ ihis study gives rise to two values of aelta: A]_;'and 61-25' In
Study #4, two class-sizes are compared yielding a single delta: A28-112' e,

Given ;pe above gata structure, tﬁgre afe only two parameters of the
193

logarithmic model that need to be specified: the value of & and the error

variance cé (N.B.: this error variance describes_error in obéfrvations of

\

indiviguais; it is not the same as the error €). The value of 8 can be
specified.without restriction; in the simulations, values of .25, .50 and 1.00
were used. The error variance, céfis specified in a round-about way by first

specifying a value for the linear correlation between Z and 1og(n]/n2) in
’ ,

the mape] v

z = 81og(n,/n2) + e, and
then solving for cé assuming’ that z has unit variance. In the simulations
reported here, the linear correlation, p, between z and 1og(n]/n2) was

Y » .
taken to be either .65 or .85. Hence, the correspondind® error variances:

gqual

=/1 - 657 = 0.76;
=/1 - .85% = 0.53.

O
(4 2N Y]

The steps in the simulation proceeded as follows:
Step 1. Having specified values of s Moy £ and o (say, 8 = .5,

o = .85), scores are generated according to the model

z = 81og(n]/n2) + e,

Step 2. Deltas are calculated via : N

Z.IP - 222y, : -
ny-n, c,




Step 3. - In this way, all the deltas ih the 14-studx‘data se%gspecified

. above are calculated. *

»

Step 4. The ordinary least-squares'(OLS) estimate of 8 is calculated -
"in the usual fashion from the 30 deltas that arise from Table 6.13..
Thej'—0 o confidence 1ntervaf‘pn B is calculated from

-
¥

8 2 q.as2t29 % - «,

Step 5. The jackknife (JK) confidence interval on 8 is calculated by

) ' means of thel& pseudo-valugs arising from the data structure "
A
) in Table 6.13 and then by means of the formula
3 = : ’
6. * ]-Q/2t13 O@/V‘ 14" . ﬁ
L . . . 4
Step 6. The generalized least-squares (GLS) confidence interval on
#
. B is calculated via
~ 9 . /A
+ ~ -
[ ] B+ g/t O3 “here |
!
& .+ the estimates are given in formulas (19), (20) and (21) above.
Step 7. Each of the three .intervals was calculated for each single s
»

simulation and it was recorded whether the 90 peréeht; 95
percenf and 99 percent confidence intervals captured the

true value of 8. The simulation was repeated 1,000 timeés and
the proportions of interyalé capturing the parameter were
cobnted. :

The results appear in the fo%]owing table *for the 90 percent confi-

dence coefficient. The resu1t§kfor the 95 Percent and 99 percent confidence

intervals appear in Tables 6_15 and 6.16 .

Q p . .
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“Table 6.14

tmpirical Confidence Coefficients for True « = .10 for’

Ordinary Least-squares (#S), Jackknife (JK) and Generalized
Least-squares (GLS) Confidence Intervals

v

] 4

Method 5? " Empirical Confidence
Estimation Coefficient

oLS . .678

JK o .857




N

tmpirical Confidence Coe}ﬁicients for True- 4

Table, 6.15

= 05 for

Ordinary Least-squares [0LS), Jackknife (JK) ancd Generalized

Least-squares (GLS) Confidence Intervals

, g
0 - 4 Method of Empirical Confidence
Estimation . Coefficient
: ]

LS’ . 786
.25 UK 917

GLS .955 -

L)
.65 OLS . 740
.50 JK k .905
GLS - .949
OLS \ ’ 744
i, 1.00 JK .912
" GLS ' 956, .
oLS - .742
.25 \/ JK .914
3 GLS .947
b oLS .771
.85 . -
.50 JK .929
GLS .947
LS .734
1:00 JK . ‘ ' 914
GLS .943
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Table 6.16

tmpirica] Confidence Coefficients for Trug- a =.01 for
* Ordinary Least-squares (OLS), Jackknife (JK) and Generalized
Least-squares (GLS) Confidence Intervals
o ' 8 Method of Empirical Confidence
s ,/ Estimation Coefficient
: ’ os . .866 )
.25 Ko | .966
- . - " GLS : .993




) R . 4-

, L3
i

) ) T
- The results in Tables 6.14 and 6.16 are remarkably sim#ar and the

-

fincings are clear. The GLS methoa is accurate; 1t yields the conficence

,

coefficient that one expects to have when referencing the 1 - &/2 percertiles
- —~

. .o, , .
of tne proper t-distribution. The empirical and theGPetical confidence coef-
“ficients were never more than .01 units discrepant--a diSCrepancy well within

. the bounds of sampling error for 1,000 cases, as it must be since the GLS

2 Y
solution is mathematically correct. By comparison, the OLS confidence intervals

.B5, the nominal

-~ » - - .
were grossly in error.: For exampie with 8 = 1.0 and p

90 percent OLS conficence interve)! around ,5 has only .642 probability of ~

3

capturing the parameter vaiue of 1.0--an error in the expected confidence

coevFicient of roughly one-thirc.

- .

The JK confidence coefficients are more acgecurate than the OLS coef- .
ficients but they are prooab?y‘uﬂac:efta?1y discrepant from theoretical

. values, in absolute terms, and they are clearly less ac@grate than the GLS

s
/

configence intervals. For exaﬁp]iz for g8 = rand.p = .65, the nominal.

90 percent JK interval ha's actual&onfidence coefficient ®f 84.5%, an error

. - .

~of over 5 percentage points, whérea$ the GLS interval, as expected, shows
an empirical confidence coefficient equal (withjn samplidg—grror) to the

¢ -

theoretical value. - -

9 ' / ' " <
A Monte Carlo simulation showed the generalized least-squares confi-

dencé intervals on g of the logarithmic model to be accuratej according to

-

theory. The ordinary least-squares confidence tntérva)% proved to be“
+ grossly inaccurate and unacceptable--victims of the non-independence of *
! . vt . . * - < -
the £*s from which the logarigthmic model is fitted. The jackknife confidence

intervals {although not as inaccurate as the OLS intervals and although |
. \ . S b
. ? .
<91

' . -
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+

possibly capable of being improved by proper normalizing transformations yet

[4

to be discoversd) were less accurate than the GLS intervals.

. - : : ' ,
The method of generalized least-squares is.an accurate method of .

intérval estimation of 8 in the logarithmic model which finds frequent apbli-;

cation in problems of meti-analysis.
. L
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’. : CHAPTER SEVEN

AN EVALUATION CF META-ANALYSIS

Y.

A

The époroacp to research.integration referred to as "meta-analysis"
1sjnbthjng more than ghg attiéﬁde of dafa_anaf&sig apo11?d to quantitative )
summaries of individual experiments. By recording the proper;ﬁes of studies
and their findings in quantitative te;ms, the meta:ana1ysis of research /

invites one who wouid integrate numerous and diverse findings to apply the

full power of statistical methods tq the fask. Thus it is not a tecnnique;

. following: Mansfield & Busse (1977), Bandura (1987), Eysenck (1978a),
" -Anonymous (1979), Gr1'11'en*1979), Rimland (1979), Simpson (1980), Eysenck (1978b),

. Bigelow (1979). | : (

rather it is a perspective that us.! hany techniques of measurement and ( N\
statistical analysis. . \ .
A tenet of evaluation theory is that self-assessment is alwyas more
ﬁuspect than assessment by a neutral party. . ThEre is a tone of false
pramise in professing to Fiticize an endea&rr in which one has invested
h1mse1f heav11y A]tn;déi+we cannot prcn1se to deal Qith the sfrengths
and weaknesses of thé/meta -analysis appraach w1th an even nand, we can
assure the reader that most.of the obJectxoqs raised aga1nst the procedure
by crifics of e;r11er applicatimns are recorded and d1scussed be Tow o 4
App}1cat10ns of mé;a-gnalys1s to research in psyahotherapy, school class-

size, spécia] education and other problems have préduced many technical )

criticisms. Among the‘persobs commenting on meta-analysis are #he
Sallo (1978), Jacksen (1978), Paul (1978), Presby (1978), Walberg (1978},

Shapiro (1977), Cool and Leviton (1980), Hunter (1979), Roid, Brodsky and

B \ ’ ) . p £ -
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‘1. The Apples and Orandes Problem '

It is illogical to compare "gifferent" studies, i.e., studies
done with different méa5ur1ng techniques, different types of
persons, and the like.

.+ 2. Use of Pata From "Poor" Studies

Meta-analysis advocates low standards of quaiity for.research.
It accep 5. uncr1t1ca11y the findings frog stud1es tha;,are
poorly deswgned or are otherwise of Jow quality. Aggregated
QPnc1usions shouid only be based on the findings of "good"

studies. S .

3. Selection Bids 1n Reported Researcﬁ

N

&
Meta-analysis is dependent on the findings that researchers -
report. Its findings will be biased if, as is surely true,
' there are systematic differencesiﬁ&

N 4 .
that appear 1n journals vs. bobks vé. theéses vs. unpublished.

long the results of résearcq

papers,

4. Lumpy (Non-Independent) Data

Meta-analyses are‘conducted op large data sets in which mu]tip]e

“results are derived from the same Study: this renders the data

7 non.1ndependent and gives one a mistaken 1mpress1on of fhe»\\é

reliability of the results.

. In the remainder of this-section, these criticisms will be addressed

with counterarguments and data accumulated from several eitant meta-analyses.

-
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A

Criticism #1 - The Apples and Oranges Problem. The metd-analysis
-approach to research integration mjxes apples and oranges. It makes no - q
sense to integrate the finaings of aifferent studies.

[

The worry is often encountered that in combining or integrating
£
stydies, one is foreing incommensqrab]e'studies together, or trying to

k8 .
make different studies answer the same question, or "mixing apples ‘and
®

oranges." ' Implicit ip this concern is the belief that only studies that
.are tne §gmg’1n certain respects can pe aggregated. "A study's depen-.
dent variables and those independent variables which are measured must

be measured in the same way as, or in a way subject to a conVersipn into,
those employed in the rest of the-iﬁudies" (Light and Smith, 1871, p. 449).
This thesis should be clarified in at least two ways: "Same" is not .defined®
and the tespects in which comparable studies must be ‘the same are unspeci-
fiéd. The claim that only studies which are the same in 211 respects-can

be compared is self-contradictory; there is no need to compare them since
they would obviously havé the same findings within statistical error. The
only studies which need to be compared or 16tegrated are different studies.
Yet it is intuitively cléar some differences ‘among studies are so large

or critical that no one is interested in their integration. WQat, for
example, is to be made of study #1 which demonstrates the effectiveness
of,digulfiram in the treatment of alcoholism and study #2 which demonstrates
the benefits of motorcycle helmet laws? Not much, I suppose. But it

hardly follows that the integration of study #1 on lysergide treatment of
alcoholism and study #2 on "controlled drinking”" is meaning[gss; one 'is
understandably concerned with which treatment has a greater cure rate.

Is the essential difference bétween,the two exampies that in the former

tase the problems qddres%ed by the studies are different but the problem

N\
N
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is the same in the latter example? "“Problem" is no better defined than:

"stugy" or "findings," and invoking tne word c]arities Tittle. It is
easy to imagine the Secretary tor-Healtn comparing fifty studies on
alcoholism treatment with fifty studies on drug add?ction'tneatment on*a
,nundred studies on the treatment of obes1ty If the two formes groupss
of studies are negative and the latter is pos1t1ve, the Secretary may

deczde to fund on]y obesity treatment centers From the Secretary‘s

-

.

point of view, the problem is public health, not simply alcuholism or

drug addiction treatment.
Suppose t?at B résearcher wished to integrate existing studies on

-

computer-a557sted instruction (CAI) and cross-age tutoring (CAT) to -~
obtain':one notipn of their relative eftectiveness. That studies #] and

#2 on CAl used different standardized achfevement tests to measure progress
in mathematics is a difference that should cause little toncern, considering
the basic-similarity of most'standardized achievement issts. He who .
lwnuld object to integrating the findings from these two studies gust face

a succession of difficult questions which begin with whether he will

accept as comparable two-studies usﬁng different forms of the—;ame te;t or
whether he w111_accept as equal two average scores which were achiéved by
different patterns of item reeponses tg the same form of the same test.
Imagine further that of 100 CAl studies, 75 were in math and 25 in
science, wheraas of the 100 CAT studies, 25 were in math and 75 were in
science. Are the aggregated data on effectiveness from 100 studies each

of CAl and CAT meanwng.ul]y comparable? It depends entirely on the exact

form of the question being lddressed If CAl is natura]]y much more

N
-

frequent]y applied to math instruction than to science (and vice versa
280
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for CAT), then the simple aggreéation o;\effectiveﬁe§s measures may mogg
méaningfu]]y answer the question of what benefits could be g%peéted by a ’

typic51 schoo]'froﬁ instailing CAI (and using 1t‘1ﬁ the natural manner,
which Aeans three times more extensively in math than in scigneqi;ingtead
of instigating CAT. If, however, one we}e'more interested fn the que?tion
éf whether CAI ;as a more effective mggigf'than CAT, then such a compqrison
‘ought not %o be confounded yitﬂ problems.of the difficulties of learn™ng
‘math versus science. In these circumsiances, a straigﬁtfprward aggregation

of the findings in ecgh set of 100 studies would not bétmost meaningful,

To compare thé media ind;pendéntln of subject taught, one could calculate

effectiveness measufes separately for math and science within either CAI

or CAT. . Then total.effectiveness measures isr EAI and CAT would'be

constructed by some appropriate method of proportional weighting.

There exists another respecg in which critics are inconsistent who

criticize meta-analysis as meaniﬁg]ess because it mixes apples and oranges.

These same critics, researchgrs themse]&es, habitually perform data
analyses in their own research in which they lump together (average‘ or
otherwise agoregate in analyses of variance, t-tests akd whatever) data
from different persons. These personé are as differgnt and as much like
apples and oranges in their way és studies are different from each other.

Yet the same critics who object to pooling the findings of studies 1, 2, -

...+ 10 see-nothing atja]] ohjectionablé in poo]iné the results from ’
persons 1, 2, ....-100 in their own research. ﬁnyinconsistaﬁcy of no
small order must be acknowledged at thi‘ point, or else tHe critic of
meta-analysis must argue‘convincing1y that the two kinds of aggregating

idgnt1f1ed are qualitatively different; and he should specy how they
281
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are different and why it matters, which w111 neeessar11y entail presentwng

empirical evidence to demonstrate tha studies using different popu]at1ons,

measuring 1nstruments, tata analyses, etc. are fundamentally incommensurable.
t . N " N
(The ironic dilemma posed here is that such an empirical demonstration

would be of itself an‘analysis of exactly the type which we have referred

to as a "meta-analysis".)

Criticism #2. The meta- -analysis aporoach “advocates Jow standards
of judgment" of the quality of studies.

Although Eysenck (1978) Saw us as “aoncating”‘low standards of--
~-research quality, other cr1 tics have v1ewed us merely as be1ng 1ncapab1e
of. tel1ing the difference between "good" and "bad" stugies. We have been
accused of re]ying on undiscriminating volume of data rather than on
quality of design and evidencd. In the academic wars waged over the~
questions of the benefits of psychotherapy, the Jjudgment of "quality of ‘
design,end evidence":has usually been the ad hoc impeaching on methodological
of the studies of one's enemies. ) | N

Somewhere in the history of the socialksciences, research criticism
took an unhealtpy turp. It became confused with tesearch design. The i
critic often reads @ published study end secend guesses the aspects of
measurement and ana]ysiﬁ that should ‘have been anticipated by the researcher.

A .

If a study "fails" on a sufficient number of these criteria--or if it
0

14
fails to meet conditions of which the critic is particularly fond--the

P‘
study is distounted or eliminated compietely from consideration. Research
design has a logic of its owr, but it is not a logic appropriate to
research integration. The researcher does not want to perform a study

deficrent in some aspect of measurement or analysis, but it hardly follows

Vs
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\ in mathematics is a difference that should cause little concern,”considering

3

“

. #2 on CAl used different standardized achievement tests to measure progress

»

+

]

. .
.
\"

A
is the same in the latter example? “Prob]em" is na better defvned than.

“sthdy“ or “find7ngs," and 1nvok1ng the word clarifies. 11tt1e It is -
easy to imagine the Sec;etary for Health compe(1ng f1fty studies on .
alcoholism treatment with fifty studies on drug igdiction treatment or a '-
hun@red studies on the treatment ofoobesﬁty. If the two former'groupg
of studies are.negative and the 1atter is positﬁve,.the Secretary mé?d
decide te fund only‘obesity treatment centers. From the- -Secretary’ s
point of view, the problem is pub11z health, not simply alcuholism or
drug addiction t treatment.

. Suppose that a researcher wished to integrate existing stydies on
_

computer asswsted inst ruct1ona(CAI) aRrd cross- -age tutoring '(CAT) to

obtain some notion of the1r relative effect1veness That studies #1 and '
‘ »

. !

the basic similarity of most standardi zed agﬁ\eVement tests. He who '

. . ‘e N
would object to integrating the findings from these two studies must face

8 succession of difficult questions which beg1n w1th whether he will
accept as comparab1e two studies using different.forms of-the same test or

whether he w111 accept as equal two average scores which wer'e achieved by

A
different patterns of item responses to the same form of' the same test.

L 4

Imagine further that of 100 CAI studies, 75 were in math and 25 in
science, whereas of the. 100 CAT stud1es, 25 were;ﬂn math and *5 were in

-

thence z;e the aggregated data on effectiveness from 100 studies each  _,

,0f CAl and CAT nean%ngfu]1y'comparable? It depends entirely on the exact

form of the question being agpressed. If CAI\is naturally much more

frequently,aop1ied to math instruction than*to science (and vice versa

283 S S
. 29 |




that aftera 1ess-thanéper;ect study has been-done,.tts findings :Bou1d¢'

not be Considered. A 1ogit'of.researchrintegration‘could lead t
descr1pt1on of deswgn and analysis features -and study of their covariance
with resea:ch f1nd1ngs If for examp]e, the ‘covariance is quite sma11

Ftﬁhetween the s1‘e of an experimental effect and whethe? or not sdbjects
'
. Lwere voFﬁnteers. then the force ‘of the "y t1c1sm that some exper1ments
/
used vblunteers is cleatly d1m1n1shed

Our early work on the effects of psyehotherapy (Smith and Glass,
1977)'never'strayed far- from a sensitivjty‘tQ_design and methods in the
studies-integrated. However, across the fie]d of psychotherapy outcome

.evaluat1on there was bas1ca11y no correlation between the qua11ty" (in
the sense of r‘a.mpbeH and Stanley, ]966, and others) of\‘.he design and the
~t1s1ze of psychotherapy effect (Smtth and G]ass, 1977 p. 758, Table 57A Thus
any distinction§ be:tween "good" and "bdd" studies’would leave the overall
! p)cture unchanged--a fact that should/be c]ear to anyone who~understands
- what the absenge of cOrrelat1on 1mp]1es No purpose- would have been
' served by reporting resﬂ‘ts separately for “Bood" and "bad" studwes s1nce

LS

they wou]d/have been essentially the same. In a meta-analysis of edntat1ona1

.

research on the effect of c]ass-size on achievement, G]ass*and Smfth (19799
»n

found that abal1ty of research design (essent1a11y the degreedsf control
exercised over the assignment of pupils to eqasses)’was the highest cor-

re]ate of effects The sensible course was elected, and results were
’ ' -
p:e;ented only for the studies in which careful experimental conttol was
r-——-f/ . '
exercised.

P~

An ear]y attempt at 'meta- ana]y51s was character1zed somewhat cyn1ca11y

by q critic as follows: "Although no 51ng1e study was well enough.done to

. . . J
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‘prove that psychotherapy is effective, when you put all these bad studies . .

|
1

togethe?, they show beyond doubt that therapy works." This skeptical charac-
]

P terwiation_wi;h its paradoxic#t ring is a central thesis of research 1ntegr§tionf
B Intféét,‘many weak studies can add up to 2 strong conclusion.- " Suppose that,
in a group of 100 studies, studies 1l}0 are weak in representative sampling
but,étrong in other respects; studies 11-20 are weak in measurement but
‘&ptherﬁise strong; §tud1es 21-30 are waak in }nternal validity only; studies
) ©31-40 aﬁngeak only ﬁn'data angTysis; and so on. But imagine also that all
100 studies are somewhat similar in that they show.a ;QperiOrity of the
experimental over the control group. The critic who' maintains that the -
tofa] collection of studies does not suppart strongly -the conclusion -of
q‘hhtmént efficacy is forced to invoke an explanation of multiple causality
. (i.e., the observed difference can be caused either by this particular h
measurement flawor this particuIQr design flaw, éﬁ this parficular analysis ¢
flaw, gi..j)b The number of mb]tip]e causes which must be invoked to
counter the exp]anation'of treatment efficacy cén be embarrassingly large fgr
‘_EVén a few dozen studies. Indeed, the multiple-defects explanation will soon

o grow into a conspiracy, theory or else collapse under its own weight. o

1?3 Respect for parsi d good sense demands an écceptance of the notion that

“imperfect studie “converge on a true conclusion.

¢

s 13 .
L . An imbortant part.of every meta-analysis with which we have been

assoeiated has been the recdrding.of methodological weaknesses in the
. - v

original studies and the examination of their covariance of study findings.

Thus, the influence of "study quality" on findings has been Fegarded

-

consistently as an empirical 4 posteriori question, not an a priori

L3

matter of opinion or judgment used in excluding large numbers of studies

~ l 285

! S0 ]




L &
from consideration. ‘Bpt,akcritic once asked us, "Why do you study the
d1fferenoe in the f1nqyﬁ/§ of 'good' vs. 'bad' studies? If you found a
d1frerence wouhdn t you reJect the 'bad’' studies? And if you found no dif-
fergnce, wou]dn t' the f1nd1ngs of the. )good' studies be the same as those for
all studies regardless of qua]ity?” The di1e;ma was neatly posed, and we
“hope the answer is comprehensible. Surefy, the "good" studies (i.e., those ®
with excellent controls and sophisticated techno]ogy) are to he believed 1%
a conflict is observed betwe2n findings of d/od and poor stedies (cf. Glass
and Smwgg, 1979). However, if “good"<and “poor" studies do not differ
greatly' in their f?ndings, @ large data bas# (all studies regardless of
quality) is much to be preferred over a small data base (only the "good"
studies). The larger data base can be more readily subdivided to answer
specific sub-questions that are inevitably prbvoked by the answers to the
general questions (e.g., "But are behavioral therapies superior to cognitive
therapies fos chi]drenuwitp 1 ow I.Q.f"). The fnu]]er data base of Jgood"_
studies only is likely to have too few instances to address many sub-questions..
Moreover: even when the results of "good" and "bad" stpdies differ, even
tpezbad or not-so-bad studies/caplbe informative; for suppose that six :
' stpdies of quality "10" on a ten-point sca]e'show a correlation of X and
Y of .70 on the average, and that twelve studies -of quality "9* show an r )
of 65, studies of quality "8" an r of .60, and so on down to qua11ty R
an r of .10, say This pattern is far more informative and lends greater.:
credence .to a r of .70 for six studies of tog qaulity than would the
results of the six studies in isolation from all others.

The covariation of research quality with results is, then, an

empirical matter of’central concern tn meta-analysis, as well as being of
‘ - " 286 .
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interest to research methodologists who find meta-analysié too much to
: < S
swallow. Fortunately, we have several thousand data that can inform us on

the g®heral question.
In Table 7Fl'appears a summary of the differences in results among

studies of varying research quality for twelve different meta-analyses.

Each meta-analysis was performed on a literature of comparative experimental

3

findings. The bagﬁc unit of measurement for the meta-analysis was the
effect s1fb, ES, quf1n each instance it was def1ne{ so that positive values
1ndicated f1nd1ngs in accord with the favored hypothesis of the field in

gquestion (e.g., a pos1t1ve ES in Hartley's meta-analysis of computer assisted
m;th';ﬁstruction 1nd1cated'a'superiorit¥ of CAI over traditional teaching).
Iﬁ each‘meta-ana1ysf§, the rating of High, Medium, or Low research quality
l

was primarily an assessment of internal validity of the experiment (Campbell
and Stanley, 1966).v \;/

If Table 7.1 achieves noth1ng else, it ought to be, at the very 1easu,
an effective a;i1dote to rampant a priorism on the matter of which studies

should be admitted. &s evidenceﬂin deciding research questions. Some of the

meta-analyses in Tﬁ?le 7.1 show a relationship between design quality and
findings and others %o not. But in those analyses with substantial numbers of .

cases, the differences in size of average experimental effects between High

~ < _
validity and Low validity experiments are sui‘ris1ng1y small. The only notable
exceptions to this trend in the entire table are Hartley's ('78) tutoring

analysis, Smith (' 80) and Carlperg's (;19) resource room analysis; but 1in
each of these insténces; as just suggested, the large deviations are probably
merely the consequeAce of sma]d n's in particular categorjes. As a general
rule, there is seldom much more than one-tenth standard ®eviation difference

-

between average effects for High validity and Low validity experiments.
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Table 7.1

Relationship BetweerResearch GQuality {Internal Validity) and

Findings in 12 Meta-Analyses of fxperimentdl Literatures

S

Relationship Between Infgrna1/Va1idity

, L and Average txperimental Effect Size
N L J
Iﬁvestigator(s) Topic High Medium - Low "
. o/
- AY
hartiey ('77; Computer-based n: 11 55 23
Instruction i
, T30 389 503
 Tutoring n. 52 12 9
! L.: 584 . 306 1.066
Kulik, Kulik Incividual = ne 22 22
Cohen {'79) Instruction _
: L.: .409 04
Smith ('80a) Sex bias in n: 30 .2 4
‘ \ psychotherapy _
L.: -.18 -.01 .77
Smith ('80b) Effects of aesthetic n: 84 48 . <i BBV,
" eauc. qn basic _ N
skills L.: .53 .52 .89
Carlberg ('79) Spec. ed. room n: 83 187 52
placement vs. _
. reg. room L -.19 -. 1 02
- placement
Resource room n: 3 31 5
placement _
- vs. reg. room 5.0 1.13 J 12 56
, Placement | '
Spec. educ. inter- n: 40 81 . . 35
vention vs. _ ) »
- w classroom L.: .19 .27 .53
* treatment, ’
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_ Table 7.1 (continued)

n: 297

, 289

Miller ('78) Brug therapy for 16 31

psych. disorders - - '
L.: .48 .54 .64
Hearolg ('79) - tffects of TV on n: 176 176 176
anti-social behav. _ : )
L. .33 . .30 .27
tffects of TV on n: 35 35 35
mpro-sociaﬂiu 4 .
benav. Lo .89 .62 .67
g /’r High Medium Low
SUBTOTALS n: 833 667 515
Loiv.36 .21 .43
Smith, Glass &  °  Psychotherapy n: 1157 378 226

Miller ('80) .
i : T .82 ©.75 .68
A -~
, TOTALS ) n: 1990 1045 739
N T .63 .40 .51
— >
1 4

-r
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Qur experience with meta-analyses df experiments wa¢ matched by fin,
Bingnam and Heald {1976) in their stuJy of the re1ationshig between case study
qué]ity and findings. "Yin and his co]]eaghes co]]e‘!éd 140 case studies on
no1ogi¢a1ﬁinnovations, éver} Study the; could find that appegred after
1965. Tney devised four criteria for judging the qua11ty of the stud1es
1) presence gf operét ional measures of 1nnovat1ve device and outcomes,
2) presence of some relevant researcn design, 3) overall adequacy of ‘évidence,
%n relation-to éonc]usions, and &) adequacy of gvidence in relation toieacﬁ
stated outcome. Tney correlated research quality, .so defined, Qith study
outcomes and concluded: s -
JTo the extent that one objective of our investigation was to
examine the widest ppssible rénge of reported innovative experiences, there
Mas thys strong reason not to discard the 1ower'qua11ty‘stgdies. At tée
" same §1me, tne general 1£ck of relationship between quality and the oytcomes
of fhe %nnoyati§§ experidnce suggested that the inclusion of lower qualfty
studies would not affect the overall conclusions to be drawn from the
review." (Yin, Bingham and Heald, 1976, pp. 153-4)

. In an e;r1ier study (Yin Snd Yates, 1975),’t5e investigators did observe
an association between research quality and findings, just as we see a relation-
sh1p in somf'71;eratures and not in o’ifrs w7thout thinking about the matter
further, one 1s tempted to ask why "poor quality" studies are 1nc1udeU in the
first place if they'11 only be retained provided they agree in their findingé

- 4

with the high quality studies. Ifqthere were vj}tua11y huge numbers of both
h ' '

-

we:}-done and poorly-done studies on'a que§tion the answer wou1d’be clear:

th Oow away the poorly-done studies and “heed ths mg;sage of the_high quality
. research. But the usual s1tua¢1on 1s that there ex1st several studies, some

of which are High qua1.ty, same average and some poor




.Suppose tha;fpf fifty exoeriments on the effects of jogging on life

expectancy, 25 are'judged to be of poor design and execution, 15 are regarded

N \
as moderately well done and 10 are well-dong. Suppose further that the average
effect (experimEnta1 vs. control group difference) is 2.86 years life expectancy

.avor1ng the experimental groupi1n the 10 best designed stud1es Should one

base his op1n1on on the results of these 10 stud1es and ignore the f1nd1ngs

4

of the other forty? Let's press on and see. Supoose that the effects shown

+

by tne 15 moderately well dong and 25 poorly done experiments were 2.74 years

°

[
‘and 2.60 years, respect1ve7y These findings do, in fact, support the finding

&

of. the less numerous weT] done studies and make it more credible. Imagine
contrariwise that tne average effefts for the moderately wé11 done and poorly .
done experiments were -C.47 years and 8.65 years, respec;1ve1y Now the finding

4of tne ten-well done experiments is placed in a context of chaotic error and

o \

variability ‘and it is more suspect. People reason and judge w1th the he1p of
comb]ex patterns and contexts; scholars who are doctrinaire abou+ research
quality when they 1ntegrate research studies ignore this.fact. t is precisely
this fact that was ignored in a widely publicized critique of our metaTana1ysis
:of.the schooilclass-size and achievement relationship (Educational Research.

¢
Service, 1980). o \\

¢
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* Criticism #3. Selection Bias ir Reported research.

Meta-analysis is dependent on the findinas that researchers remort. .
[ts findings will be biased if, as is surely true, th®re are systemacic
d1fferences among the results of research that-appear 1n journais vs. books
vs. theses vs. unpublished papers. , ~

The.find1ﬁgs of a dozen meta-analyses cgn be Used to inform us on the
severity pf one aspecf of this criticism; Several investigators working on
the integration of experimental literafures compared the effects revealed
by experiments depending ofwhethefjthey were pubiished in journals, bogks,

doctoral or master's theses, or not published at all. The results are

L}
tabulated as Table 7.2.
" -

The findings in Table 7.2 are fairly consistent.’ Im~every. one of the

-

ten instances in which “he comparison can'he made, the average experimental

« effect from studies published in Journals is larger than the corresponding

effect eptimated from theses and dissertations. That is ~4f one integrates

on%y/ﬁgub]1shed“ (me;nwng jourha] published) studies, the imfression of
support for the %avored hypothesis is artificially enhanced over what wouid
be seen if the entire literature were ?Htegratedl(i.e., journals, books and
"di;sertations). The bias in the journal. literature relative to the bias '
1n the dissertation literature.is not-inconsiderable. ’The mean ef%ect size
(for journals is .64 as comoareq with .48 for the disser:;tio‘laiterature;
hence, the bias is of the order of [(.64 - .48)/.487 100% = 33%. Thus,
findings reported in journals are, on the average, one-third stan%ard

» deviation more favqrably disposed toward the favored hypotheses of the ‘

?ﬁvestigators than findings reported in_theses or di<sertations.

’

3

Comparisons of average %;;ect sizes among other sources of publication




y ~ _ .
« Table 7.2 7N y ) S;/
-/
- Relationship Between Source of Publication and Findings -

° in 12 Meta-ﬂﬁ%?yses of Experimental Literatures

4

Source 6f Publication

Ithatigator(s) Topic Journal  Book "Thesis  Unpubl.
Kavale ('79) Psycholinguistic ©on; 13 ' 16 5
training _
4 .50 .30 37 .
Hartley ('77) Computer-basec n: 34 13 34
instruc. _
L. .36 .2§ .54
4
Tutoring “n: 9 47 17
, ’ z. .77 .40 1.05
. !
] . L} -
Rosenthal ('%6) , Experimenter n: 25 50
¢ bias
s . 1.02 ‘- .74
Smith ('80a) Sex bias,in - n: 28 2
psychotherapy -
L. .22 -.24
'Smith ('80b) | Effects of o290 164 56
aesthetics edyc. _
on basic skills & : 1.08 .48 .50
Carlberg ('79) Spec. ed. room n: 146 17 45 114
placement <
- VS. reqg. rogm & -,09 -.01 -.16 -.14
placement L - .
Resource room ' n: 33 6
plac. vs. reg. - ’ .
room place. L R -.09 /
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Table 7:2 (continued)

Miller ('79) ‘{ Drug therapy "o 336 211
- of psych. _
disorders - a..: .49 .56
Hearold ('79) Effects of TV n: 262 . 120 96 13
on anti-social -
behav. 4 .40 .14 .18 .23
- SUBTOTALS n:' 1025 177 473 268
. " T: .38 18 .30 .27
{
Smith, Glass & Psychotherapy n: 1179 42 483 61
Miller ('80) )
L. .87 .80 .66 1.96
TOTALS\ n: 2206 T 219 956 329
[ .64 .30 .48 .58
e
4
’ i
294

31




y
are less c]eér, injpart perpaps, because of the ambiguity in 1abe]s such as
"Unpublished" or "book." In four of six instances, journals gave more favo;Eb]e
results than books. In four of eight instances, the average effect s{ze for
journals was larger than for unpublished studies. Unpubiished studies seemed
to divide aleng the following lines: one large group of old unpublished
studies containing unremarkable results thet never caught anyone's attention,
and e sma]]&rfgroup of new studies circulating-through the "“invisible college"
whiNg waiting to be published.

‘ White (1976) a]so produced evidence of a selective pub11cat1on effect

~ in his meta- anaiys1s of the relationship between socio-economic status and |

acnievement. The average of 165 correlations published in books was .31;

38 r's -in journals averaged .25, and 286 dissertat{on correlations between -

achievement and SES showed an average of .20. This trend, toward weaker

re]atio;ships in dissertations than in journals, agrees with the trend

established above for yariops experimental literatures.

,The compi]ation of results from various meta-analyses.shows that there

is substance to the criticism that most disciplines show evidences of a

selection b1as in what they publish. And the bias may be large in some

instances: Sgith's (1980) meta-analysis of sex-bias in psychotherapy is

particularly relevant, as a final example, The very d1rect1on of the bias

was reversed between the d1ssertat1on literature and published journals

(from demonstratung a bias in favor of women in the’thesis literature to a

bias‘égainst.womeﬁ in journals); that this re;ersal was in accord with

politigal ideologies that are presumed tp control access to journals makes

Y )

T
the case even stronger that disciplines are prone to thé temptation to

reward findings they approve of by publishing them in more prestigious places.
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However, the fact of ;pe ex{stence of selective publication tendencieé
is not in itself a cogent criticism~of meta-analysis, which after all, is
used here’to demonstrate the existence™and the magnitude of the phemomenon.
- Indeed, the problem of se1ect1ve pub11cat1on cannot be dealt with adequately
in 1ntegrat1ng a research 11terature except by meta-analytic means, i.e.,
by colletting all of the literature at the outset and ana]yz1ng it separately
by mode of publication.
There exists another factor with respect "to which ;e1ection often
takes ﬁ]aéepduring research integration, namely, the date on which the
studies were ﬁub]ished. t 1s;common fér reviewers to restrict their attention
to a particular span of years and review only stud%es of that period, e.g.,
“This review will consider alh laboratory studies on attention processes
. published after 1960." The choice of dates is invariably arbitrary and -
governed by convenience. It behooves us to inquire into'the matter of
chronological trends in résearch findings.
In Taqle 7.3 appears a compilation of correlations between date of
publication and effect s{ze from size meta-analysgs of experimental

H(fBratures.

The average of the eight correlations "in Table 7.3 is 413, indicating -

1

that more recently published experiments show a slight tendency toward
]aFger effects than older studies. (The weighted average I, each r weighted
by the number of éffect sizes in the particular meta- -analysis, equa]s +.07.
The unwelghted average is probably more sensible because it is not affected
by some meta»ana]yses arbitrarily having more data points.) Assuming a
correlation Qf +.13 between date of publication and effect size and some

\ .
reasonable parameters for the independent variable (Date) and the dependent
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\ ' ‘ Table 7.3
Correlation Between Date of Publication and Effect Siie
, for Six Meta-Analyses of Experimental Literatures
— = :
o , Correlation Between . A
' Date of Publication: "
Investigator(s) _ Topic and Effect Size
’ ' { —
"Kavale ('79) - Psychc{;nguistic training » 2 r=-.01 (n=25)
Hall ('78) . _Gender effects in non-verbal coding r= .28 (n-= 44}'
Smith ('80) Sex bias in psychotherapy r=.29 {n= 60)
Carlberg ('79) Spec. ed. room placement r=.02 {n= 322)
. . ’ "
Resource room placement r=.32 (n=39)
-\} Other sbéc. ed.‘interzention r=.08 (n= 156)
. Miller ('78) Drug treatment of psyehological r=-.01 (n - 358)'
disorders . «!;'_\'
. o : Y é
Smith, Glass *-Psychotherapy <« r="07(n=1,764)
& Mil]e?l('BO) ' ' :
4 'E ; ’ V . ]
— 3
As
. .
L 297 ‘
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variable (EffectSize or 4 ), then a linear regression equation can be\

.’~;onstru§ted that relates date of publication to effect size;

wes

i 2= .13 (;2—7-) Date + .70 - .13 (-‘-%Z) 1970 o
s J 3 .

a~

\
The aboge equa;)on contarns some assumed values for the means and

’a"go'sténdird deviations of Date and 4:

-/ ‘ .
. N

Variable Mean Standard Deviation

Date > 1970 © 4 years
t .70 .67

-

Substituting the dates 1965 and 1975, each about one standard
Vs
deviation gwif from the mean, into the regression equation gives:

L] "
r o

-~ 4

A]gss'g -59, and

A

»~

These calculations indicate that “the typ16a1 correlation between
date of publication and effect size (r = .13) implies that‘experiments
4

published'in 1975 'show a .22 average effect size advantage over experiments

published in 1965. This difference amounting to [ (.81 - .59)/.59] 100% = 37%

is ‘comparable to the diffgrencé in average effect size between journals and

theses.. Th;s the con®efns-ebout bias that applied in the d@se of selectivity
in publication o&t]e; éppear ﬁo apply wjth neariy equal force to the case of ,

‘ &sélection of studies.by date.‘ it would seem ill-advised to begin the. . .
1ﬁtegration of an empjrjca1 regsarch literature by arbitrarjlyl;estricting
the studies coagtdered to those bublished in refemced journals after 1960,

-

for examgle.
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‘Criticism #4. Lumpy (Non-Independent) Data.

Meta-analyses are conducted on large data sets in which multiple
results are derived from the same study; this renders the data non- 7
independent and gives one a m1staken impression of the rel iability of
the results. e

Of all the technicel criticisms ot meta!!ka1ysis thgt have been
published in the last five years (end most of these criticisﬁs are quite
off-the-mark and- shallow), the reminder that meta- analyses are typically
carr1ed out on lumpty sets o;.Lon -independent data i5 qu1te cogent. The
principai implication of th1s .non-independence is a reduction in the
re11ab111ty of estifation of averages or of recress1on\equat1ons for
example, if Study #1 gave effects 2, .2, .2 and .2 and Study #2 gave
effects .g; .6, and .6; one?would have little reason to be]ieve that he had
been informed seven times about the aggregate result in question; rather
the trce "degrees of freedom" would seem to be somewhat closer to 2, the
:'number of studies, than to 7, the number of effects. A facile solution to
this problem of non-iﬁdependence would be to average all findings within
a study up to the level of the study and proceed with a meta- ana]ys1s w1th

"studies" as the un1t of amalysis. No doubt there w111 be instances in
which this resolut1on of the problem will be sat1sfactory But in most
1nstances, it is 11ke1y to obscure many important questions that can only
beegcdr;csed at the "within study" level of Outcome variables, say.

-

The effect on accuracy of estimation of comp]ex 1nterdependenc1es in a meta-

ana]ys1s data base was addrsfsed at !he end of Chapter Six.
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CONCLUS]ON
“

./ Of course, it is unclear what meta-analysis will contribute to the

progress of empirical research. One can imagine a future for research in tﬁé
\\1isocia1 and behavioral scienc;s in which quegtion; are so ;harp1y put and +

techniqi!é‘so,we11 standardized that studies would hardly need to be-integrated
by merit_of/ their consistent find%ngs. But t@at future seems unlikely.
Research will probably continue to be an unorganized, decentrqlized, non-
standardized activity pursued simultaneously in dozens of places without
thought to how it will all fit r in the end. The need for formal
techniques-of resegrch integrgzg::e:?f:\ehese we have-i11ustrated will Cs
probably grow. -Whether future fgzhniques will resemble these iseuncertain, but
we suspecththey will. The approach\we)ca11 meta-analysis seems to be too

plainly.reasonable to be false in any simple sense. Whether it will be

useful is a different matter.

Q 4 R R ’ 300‘}1()
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b (9) corre.aons, (10) raw data. (11) estimates, (12) other
Source of means. (1) unadjusied posi-iest, (2) covanance adjusted.
{3) residual gasns, (4) pre-post differences. (S) other
Sigmificance of tremment effest. §) = 001. (1) = 00S. (2) =.01.
(3) = 05, (4) = 10. (5) 10, (6) .08, (7) .0L. (8) .005, (9)
001, (blank) ot sgnsficant

29-34 B Treatment group pre-mean R . !

3540 “.. . .. TFreatment pre-standard deviaton

41-4§ <ev. .. Trestmeni post-mean

47-5 Treaimen: posi-randard deviatios

$3-58 o Compansoe group pre-naean )
. 55-64 ﬁ Companson pre-nanderd devianon

65-70 .-« .. Companson post-mesn

71-76 .. Compansoe posi-standard deviaioe

- e e maa - - - - - ..

Card three

column . Value -informanon

23] < .o . .. SwadyID

[ Coee Runming companson number

7-8 <evvev o . Runnmg messure number

9 -« « ... Runmng record number. punch 3 for card 3

10-13_ e e e T:uumc‘

17 L F staistac

-2 ... Mean square within, residual. or common

-4 «vvs.+.. Tresment group perceniage improved

8-26 ... .. Companson group percentage improved
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A

“Cotumn Value Informanon

27-30 :. Effect size

o Class of second therapy

32 Superclas of second therspy N

33 Allegrance of E 10 setond therapy

b v Modality of sccond therapy .

s Location of second therapy

36-38 Dunaiion of second therapy in houns

3941 Durnstwon of second therapy 1n weeks

42-43 ' Number of theraprsts in second therapy

das Expenence of therapists in sécond therapy

46 ¢ Ouwer facional effects iesied (0) none.(1) race, (2) SES, (DIE, (4)
sex, (5) other

47 Is this tne last effect with this companson. (1) yes, (2) no

48-51 If yes. average effect size within this companson

82 is this the last effect size 1n this study (1) yes, (2) no

£3-56 If yes. average of all effect sizes i the study
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‘ APPENDIX B

STUDY USED AS CODING EXAMPLE 'IN CHAPTER FOUR

. y '
Appendix removed due to copyright restrictions. Material removed can be
pbtained as: .

Krumboltz, John D.; Thoresen, Carl E. The Effect of Behavioral
¢ Counseling in Group and Individual Settings on Information-
Seeking Behavior. Journal of Counseling Psy¢hology, v11 n4
" p324-33, 1964. .




